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Theorem (Hales-Jewett). If $S_{0}$ is finitely colored, then there exists $w \in S_{1}$ such that $\{w(a): a \in \mathbb{A}\}$ is monochromatic.
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(12) If $X$ is a compact Hausdorff right topological semigroup and $\varphi: S \rightarrow X$ is a homomorphism such that $\varphi[S] \subseteq$ $\Lambda(X)$, then the continuous extension $\widetilde{\varphi}: \beta S \rightarrow X$ is a homomorphism. If $\varphi$ is injective, so is $\widetilde{\varphi}$. If $\varphi$ is surjective, so is $\widetilde{\varphi}$.
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The following corollary is known to be a consequence of the Central Sets Theorem.

Corollary. Let $k \in \mathbb{N}$, let $B$ be an IP-set in $\mathbb{N}$, and let $\mathbb{N}$ be finitely colored. There exist $b \in \mathbb{N}$ and $d \in B$ such that $\{b, b+d, b+2 d, \ldots, b+k d\}$ is monochromatic.

The following corollary is known to be a consequence of the Central Sets Theorem.

Corollary. Let $k \in \mathbb{N}$, let $B$ be an IP-set in $\mathbb{N}$, and let $\mathbb{N}$ be finitely colored. There exist $b \in \mathbb{N}$ and $d \in B$ such that $\{b, b+d, b+2 d, \ldots, b+k d\}$ is monochromatic.

Proof. Assume that $\varphi$ is a finite coloring of $\mathbb{N}$. Let $\mathbb{A}=$ $\{0,1, \ldots, k\}$. For $u=l_{1} l_{2} \cdots l_{m}$ where each $l_{i} \in \mathbb{A}$, let $\tau(u)=$ $\sum_{i=1}^{m} l_{i}$. Let $\psi=\varphi \circ \tau$. Then $\psi$ is a finite coloring of $S_{0}$.

The following corollary is known to be a consequence of the Central Sets Theorem.

Corollary. Let $k \in \mathbb{N}$, let $B$ be an IP-set in $\mathbb{N}$, and let $\mathbb{N}$ be finitely colored. There exist $b \in \mathbb{N}$ and $d \in B$ such that $\{b, b+d, b+2 d, \ldots, b+k d\}$ is monochromatic.

Proof. Assume that $\varphi$ is a finite coloring of $\mathbb{N}$. Let $\mathbb{A}=$ $\{0,1, \ldots, k\}$. For $u=l_{1} l_{2} \cdots l_{m}$ where each $l_{i} \in \mathbb{A}$, let $\tau(u)=$ $\sum_{i=1}^{m} l_{i}$. Let $\psi=\varphi \circ \tau$. Then $\psi$ is a finite coloring of $S_{0}$.

Pick $w \in S_{1}$ such that $\psi$ is constant on $\{w(a): a \in \mathbb{A}\}$ and $\mu(w) \in B$. Let $b=\tau(w(0))$ and let $d=\mu(w)$. Then for $a \in$ $\mathbb{A}, b+a d=\tau(w(a))$ so $\varphi(b+a d)=\varphi(\tau(w(a)))=\psi(w(a))$.

The following corollary is known to be a consequence of the Central Sets Theorem.

Corollary. Let $k \in \mathbb{N}$, let $B$ be an IP-set in $\mathbb{N}$, and let $\mathbb{N}$ be finitely colored. There exist $b \in \mathbb{N}$ and $d \in B$ such that $\{b, b+d, b+2 d, \ldots, b+k d\}$ is monochromatic.

Proof. Assume that $\varphi$ is a finite coloring of $\mathbb{N}$. Let $\mathbb{A}=$ $\{0,1, \ldots, k\}$. For $u=l_{1} l_{2} \cdots l_{m}$ where each $l_{i} \in \mathbb{A}$, let $\tau(u)=$ $\sum_{i=1}^{m} l_{i}$. Let $\psi=\varphi \circ \tau$. Then $\psi$ is a finite coloring of $S_{0}$.

Pick $w \in S_{1}$ such that $\psi$ is constant on $\{w(a): a \in \mathbb{A}\}$ and $\mu(w) \in B$. Let $b=\tau(w(0))$ and let $d=\mu(w)$. Then for $a \in$ $\mathbb{A}, b+a d=\tau(w(a))$ so $\varphi(b+a d)=\varphi(\tau(w(a)))=\psi(w(a))$.

The extensions of the Hales-Jewett Theorem from the title involve multiple variables.

Notation. Let $n \in \mathbb{N}$. Then $T_{n}$ is the free semigroup over $\mathbb{A} \cup\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ where $v_{1}, v_{2}, \ldots, v_{n}$ are distinct variables that are not members of $\mathbb{A}$ and $S_{n}=\left\{w \in T_{n}\right.$ : for each $i \in\{1,2, \ldots, n\}, v_{i}$ occurs in $\left.w\right\}$.

The following corollary is known to be a consequence of the Central Sets Theorem.

Corollary. Let $k \in \mathbb{N}$, let $B$ be an IP-set in $\mathbb{N}$, and let $\mathbb{N}$ be finitely colored. There exist $b \in \mathbb{N}$ and $d \in B$ such that $\{b, b+d, b+2 d, \ldots, b+k d\}$ is monochromatic.

Proof. Assume that $\varphi$ is a finite coloring of $\mathbb{N}$. Let $\mathbb{A}=$ $\{0,1, \ldots, k\}$. For $u=l_{1} l_{2} \cdots l_{m}$ where each $l_{i} \in \mathbb{A}$, let $\tau(u)=$ $\sum_{i=1}^{m} l_{i}$. Let $\psi=\varphi \circ \tau$. Then $\psi$ is a finite coloring of $S_{0}$.

Pick $w \in S_{1}$ such that $\psi$ is constant on $\{w(a): a \in \mathbb{A}\}$ and $\mu(w) \in B$. Let $b=\tau(w(0))$ and let $d=\mu(w)$. Then for $a \in$ $\mathbb{A}, b+a d=\tau(w(a))$ so $\varphi(b+a d)=\varphi(\tau(w(a)))=\psi(w(a))$.

The extensions of the Hales-Jewett Theorem from the title involve multiple variables.

Notation. Let $n \in \mathbb{N}$. Then $T_{n}$ is the free semigroup over $\mathbb{A} \cup\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ where $v_{1}, v_{2}, \ldots, v_{n}$ are distinct variables that are not members of $\mathbb{A}$ and $S_{n}=\left\{w \in T_{n}\right.$ : for each $i \in\{1,2, \ldots, n\}, v_{i}$ occurs in $\left.w\right\}$.

If $\vec{x} \in \mathbb{A}^{n}$ and $w \in S_{n}$, then $w(\vec{x})$ is the result of replacing each occurrence of $v_{i}$ by $x_{i}$ for $i \in\{1,2, \ldots, n\}$. Given $i \in$ $\{1,2, \ldots, n\}$, and $w \in S_{n}, \mu_{i}(w)$ is the number of occurrences of $v_{i}$ in $w$.

The full generality of the following theorem has $M$ as an $m \times m$ upper triangular matrix with positive diagonal entries and entries below the diagonal less than or equal to 0 and $w \in S_{n}$ for $n \geq m$. I present it with $m=n=2$.

The full generality of the following theorem has $M$ as an $m \times m$ upper triangular matrix with positive diagonal entries and entries below the diagonal less than or equal to 0 and $w \in S_{n}$ for $n \geq m$. I present it with $m=n=2$.

Theorem A. Assume that $M$ is a $2 \times 2$ lower triangular matrix with rational entries, positive diagonal entries, and the entry below the diagonal is at most 0 . Assume that $\tau_{1}=\alpha_{1,1} \mu_{1}+\alpha_{1,2} \mu_{2}$ and $\tau_{2}=\alpha_{2,1} \mu_{1}+\alpha_{2,2} \mu_{2}$ where $\left(\begin{array}{ll}\alpha_{1,1} & \alpha_{1,2} \\ \alpha_{2,1} & \alpha_{2,2}\end{array}\right)$ is of the form $\left(\begin{array}{cc}+ & 0 \\ \leq 0 & +\end{array}\right)$ or $\left(\begin{array}{cc}0 & + \\ + & \leq 0\end{array}\right)$.

The full generality of the following theorem has $M$ as an $m \times m$ upper triangular matrix with positive diagonal entries and entries below the diagonal less than or equal to 0 and $w \in S_{n}$ for $n \geq m$. I present it with $m=n=2$.

Theorem A. Assume that $M$ is a $2 \times 2$ lower triangular matrix with rational entries, positive diagonal entries, and the entry below the diagonal is at most 0 . Assume that $\tau_{1}=\alpha_{1,1} \mu_{1}+\alpha_{1,2} \mu_{2}$ and $\tau_{2}=\alpha_{2,1} \mu_{1}+\alpha_{2,2} \mu_{2}$ where $\left(\begin{array}{cc}\alpha_{1,1} & \alpha_{1,2} \\ \alpha_{2,1} & \alpha_{2,2}\end{array}\right)$ is of the form $\left(\begin{array}{cc}+ & 0 \\ \leq 0 & +\end{array}\right)$ or $\left(\begin{array}{cc}0 & + \\ + & \leq 0\end{array}\right)$.
If $S_{0}$ is finitely colored and $B_{1}$ and $B_{2}$ are IP-sets in $\mathbb{N}$, then there exists $w \in S_{2}$ such that $\left\{w(\vec{x}): \vec{x} \in \mathbb{A}^{2}\right\}$ is monochromatic and $M\binom{\tau_{1}(w)}{\tau_{2}(w)} \in B_{1} \times B_{2}$.

The full generality of the following theorem has $M$ as an $m \times m$ upper triangular matrix with positive diagonal entries and entries below the diagonal less than or equal to 0 and $w \in S_{n}$ for $n \geq m$. I present it with $m=n=2$.

Theorem A. Assume that $M$ is a $2 \times 2$ lower triangular matrix with rational entries, positive diagonal entries, and the entry below the diagonal is at most 0 . Assume that $\tau_{1}=\alpha_{1,1} \mu_{1}+\alpha_{1,2} \mu_{2}$ and $\tau_{2}=\alpha_{2,1} \mu_{1}+\alpha_{2,2} \mu_{2}$ where
$\left(\begin{array}{cc}\alpha_{1,1} & \alpha_{1,2} \\ \alpha_{2,1} & \alpha_{2,2}\end{array}\right)$ is of the form $\left(\begin{array}{cc}+ & 0 \\ \leq 0 & +\end{array}\right)$ or $\left(\begin{array}{cc}0 & + \\ + & \leq 0\end{array}\right)$.
If $S_{0}$ is finitely colored and $B_{1}$ and $B_{2}$ are IP-sets in $\mathbb{N}$, then there exists $w \in S_{2}$ such that $\left\{w(\vec{x}): \vec{x} \in \mathbb{A}^{2}\right\}$ is monochromatic and $M\binom{c_{1}(w)}{\tau_{2}(w)} \in B_{1} \times B_{2}$.
For example, assume $M=\left(\begin{array}{cc}1 & 0 \\ -1 & 2\end{array}\right), \tau_{1}=\mu_{2}$,
$\tau_{2}=\mu_{1}-\mu_{2}, B_{1}=F S\left(\left\langle 4^{n}\right\rangle_{n=1}^{\infty}\right)$, and $B_{2}=F S\left(\left\langle 7^{n}\right\rangle_{n=1}^{\infty}\right)$. If $S_{0}$ is finitely colored, then there exists $w \in S_{2}$ such that $\left\{w(\vec{x}): \vec{x} \in \mathbb{A}^{2}\right\}$ is monochromatic and

$$
\left(\begin{array}{cc}
1 & 0 \\
-1 & 2
\end{array}\right)\binom{\mu_{2}(w)}{\mu_{1}(w)-\mu_{2}(w)} \in B_{1} \times B_{2} .
$$

The full generality of the following theorem has $M$ as an $m \times m$ upper triangular matrix with positive diagonal entries and entries below the diagonal less than or equal to 0 and $w \in S_{n}$ for $n \geq m$. I present it with $m=n=2$.

Theorem A. Assume that $M$ is a $2 \times 2$ lower triangular matrix with rational entries, positive diagonal entries, and the entry below the diagonal is at most 0 . Assume that $\tau_{1}=\alpha_{1,1} \mu_{1}+\alpha_{1,2} \mu_{2}$ and $\tau_{2}=\alpha_{2,1} \mu_{1}+\alpha_{2,2} \mu_{2}$ where
$\left(\begin{array}{cc}\alpha_{1,1} & \alpha_{1,2} \\ \alpha_{2,1} & \alpha_{2,2}\end{array}\right)$ is of the form $\left(\begin{array}{cc}+ & 0 \\ \leq 0 & +\end{array}\right)$ or $\left(\begin{array}{cc}0 & + \\ + & \leq 0\end{array}\right)$.
If $S_{0}$ is finitely colored and $B_{1}$ and $B_{2}$ are IP-sets in $\mathbb{N}$, then there exists $w \in S_{2}$ such that $\left\{w(\vec{x}): \vec{x} \in \mathbb{A}^{2}\right\}$ is monochromatic and $M\binom{\tau_{1}(w)}{\tau_{2}(w)} \in B_{1} \times B_{2}$.

For example, assume $M=\left(\begin{array}{cc}1 & 0 \\ -1 & 2\end{array}\right), \tau_{1}=\mu_{2}$,
$\tau_{2}=\mu_{1}-\mu_{2}, B_{1}=F S\left(\left\langle 4^{n}\right\rangle_{n=1}^{\infty}\right)$, and $B_{2}=F S\left(\left\langle 7^{n}\right\rangle_{n=1}^{\infty}\right)$. If $S_{0}$ is finitely colored, then there exists $w \in S_{2}$ such that $\left\{w(\vec{x}): \vec{x} \in \mathbb{A}^{2}\right\}$ is monochromatic and

$$
\left(\begin{array}{cc}
1 & 0 \\
-1 & 2
\end{array}\right)\binom{\mu_{2}(w)}{\mu_{1}(w)-\mu_{2}(w)} \in B_{1} \times B_{2} .
$$

That is, there exist $F$ and $H$ in $\mathcal{P}_{f}(\mathbb{N})$ such that

$$
\begin{gathered}
\mu_{2}(w)=\sum_{n \in F} 4^{n} \text { and } \\
-\mu_{2}(w)+2\left(\mu_{1}(w)-\mu_{2}(w)\right)=\sum_{n \in H} 7^{n} .
\end{gathered}
$$

The full generality of the following theorem has $M$ as an $m \times m$ upper triangular matrix with positive diagonal entries and entries below the diagonal less than or equal to 0 and $w \in S_{n}$ for $n \geq m$. I present it with $m=n=2$.

Theorem A. Assume that $M$ is a $2 \times 2$ lower triangular matrix with rational entries, positive diagonal entries, and the entry below the diagonal is at most 0 . Assume that $\tau_{1}=\alpha_{1,1} \mu_{1}+\alpha_{1,2} \mu_{2}$ and $\tau_{2}=\alpha_{2,1} \mu_{1}+\alpha_{2,2} \mu_{2}$ where
$\left(\begin{array}{ll}\alpha_{1,1} & \alpha_{1,2} \\ \alpha_{2,1} & \alpha_{2,2}\end{array}\right)$ is of the form $\left(\begin{array}{cc}+ & 0 \\ \leq 0 & +\end{array}\right)$ or $\left(\begin{array}{cc}0 & + \\ + & \leq 0\end{array}\right)$.
If $S_{0}$ is finitely colored and $B_{1}$ and $B_{2}$ are IP-sets in $\mathbb{N}$, then there exists $w \in S_{2}$ such that $\left\{w(\vec{x}): \vec{x} \in \mathbb{A}^{2}\right\}$ is monochromatic and $M\binom{\tau_{1}(w)}{\tau_{2}(w)} \in B_{1} \times B_{2}$.
For example, assume $M=\left(\begin{array}{cc}1 & 0 \\ -1 & 2\end{array}\right), \tau_{1}=\mu_{2}$,
$\tau_{2}=\mu_{1}-\mu_{2}, B_{1}=F S\left(\left\langle 4^{n}\right\rangle_{n=1}^{\infty}\right)$, and $B_{2}=F S\left(\left\langle 7^{n}\right\rangle_{n=1}^{\infty}\right)$. If $S_{0}$ is finitely colored, then there exists $w \in S_{2}$ such that $\left\{w(\vec{x}): \vec{x} \in \mathbb{A}^{2}\right\}$ is monochromatic and

$$
\left(\begin{array}{cc}
1 & 0 \\
-1 & 2
\end{array}\right)\binom{\mu_{2}(w)}{\mu_{1}(w)-\mu_{2}(w)} \in B_{1} \times B_{2} .
$$

That is, there exist $F$ and $H$ in $\mathcal{P}_{f}(\mathbb{N})$ such that

$$
\begin{gathered}
\mu_{2}(w)=\sum_{n \in F} 4^{n} \text { and } \\
-\mu_{2}(w)+2\left(\mu_{1}(w)-\mu_{2}(w)\right)=\sum_{n \in H} 7^{n} .
\end{gathered}
$$

That is, there exist $F$ and $H$ in $\mathcal{P}_{f}(\mathbb{N})$ such that $\mu_{2}(w)=\sum_{n \in F} 4^{n}$ and $\mu_{1}(w)=\frac{1}{2}\left(\sum_{n \in H} 7^{n}-3 \sum_{n \in F} 4^{n}\right)$.

The full generality of the following theorem has $k, m, n \in \mathbb{N}$ with $m \leq n, M$ a $k \times m$ image partition regular matrix, and $w \in S_{n}$. I present it with $k=m=n=2$.

The full generality of the following theorem has $k, m, n \in \mathbb{N}$ with $m \leq n, M$ a $k \times m$ image partition regular matrix, and $w \in S_{n}$. I present it with $k=m=n=2$.

Theorem B. Let $M$ be a $2 \times 2$ image partition regular matrix with rational entries. If $S_{0}$ is finitely colored and $B$ is a central set in $\mathbb{N}$, then there exists $w \in S_{2}$ such that $\{w(\vec{x})$ : $\left.\vec{x} \in \mathbb{A}^{2}\right\}$ is monochromatic and $M\binom{\mu_{1}(w)}{\mu_{2}(w)} \in B \times B$.

The full generality of the following theorem has $k, m, n \in \mathbb{N}$ with $m \leq n, M$ a $k \times m$ image partition regular matrix, and $w \in S_{n}$. I present it with $k=m=n=2$.

Theorem B. Let $M$ be a $2 \times 2$ image partition regular matrix with rational entries. If $S_{0}$ is finitely colored and $B$ is a central set in $\mathbb{N}$, then there exists $w \in S_{2}$ such that $\{w(\vec{x})$ : $\left.\vec{x} \in \mathbb{A}^{2}\right\}$ is monochromatic and $M\binom{\mu_{1}(w)}{\mu_{2}(w)} \in B \times B$.

Theorem B applies to many more matrices than does Theorem A, especially in its full generality, since the class of image partition regular matrices is much wider than the class of upper triangular matrices with positive diagonal entries.

The full generality of the following theorem has $k, m, n \in \mathbb{N}$ with $m \leq n, M$ a $k \times m$ image partition regular matrix, and $w \in S_{n}$. I present it with $k=m=n=2$.

Theorem B. Let $M$ be a $2 \times 2$ image partition regular matrix with rational entries. If $S_{0}$ is finitely colored and $B$ is a central set in $\mathbb{N}$, then there exists $w \in S_{2}$ such that $\{w(\vec{x})$ : $\left.\vec{x} \in \mathbb{A}^{2}\right\}$ is monochromatic and $M\binom{\mu_{1}(w)}{\mu_{2}(w)} \in B \times B$.

Theorem B applies to many more matrices than does Theorem A, especially in its full generality, since the class of image partition regular matrices is much wider than the class of upper triangular matrices with positive diagonal entries.

But we pay two prices for this greater generality. First, we have the same central set $B$ on both coordinates.

The full generality of the following theorem has $k, m, n \in \mathbb{N}$ with $m \leq n, M$ a $k \times m$ image partition regular matrix, and $w \in S_{n}$. I present it with $k=m=n=2$.

Theorem B. Let $M$ be a $2 \times 2$ image partition regular matrix with rational entries. If $S_{0}$ is finitely colored and $B$ is a central set in $\mathbb{N}$, then there exists $w \in S_{2}$ such that $\{w(\vec{x})$ : $\left.\vec{x} \in \mathbb{A}^{2}\right\}$ is monochromatic and $M\binom{\mu_{1}(w)}{\mu_{2}(w)} \in B \times B$.

Theorem B applies to many more matrices than does Theorem A, especially in its full generality, since the class of image partition regular matrices is much wider than the class of upper triangular matrices with positive diagonal entries.

But we pay two prices for this greater generality. First, we have the same central set $B$ on both coordinates.
Example. Let $M=\left(\begin{array}{ll}1 & 1 \\ 1 & 2\end{array}\right)$. Then $M$ is image partition regular and there exist central sets $B_{1}$ and $B_{2}$ in $\mathbb{N}$ such that there do not exist $x, y \in \mathbb{N}$ such that $M\binom{x}{y} \in B_{1} \times B_{2}$.

The full generality of the following theorem has $k, m, n \in \mathbb{N}$ with $m \leq n, M$ a $k \times m$ image partition regular matrix, and $w \in S_{n}$. I present it with $k=m=n=2$.

Theorem B. Let $M$ be a $2 \times 2$ image partition regular matrix with rational entries. If $S_{0}$ is finitely colored and $B$ is a central set in $\mathbb{N}$, then there exists $w \in S_{2}$ such that $\{w(\vec{x})$ : $\left.\vec{x} \in \mathbb{A}^{2}\right\}$ is monochromatic and $M\binom{\mu_{1}(w)}{\mu_{2}(w)} \in B \times B$.

Theorem B applies to many more matrices than does Theorem A, especially in its full generality, since the class of image partition regular matrices is much wider than the class of upper triangular matrices with positive diagonal entries.

But we pay two prices for this greater generality. First, we have the same central set $B$ on both coordinates.
Example. Let $M=\left(\begin{array}{ll}1 & 1 \\ 1 & 2\end{array}\right)$. Then $M$ is image partition regular and there exist central sets $B_{1}$ and $B_{2}$ in $\mathbb{N}$ such that there do not exist $x, y \in \mathbb{N}$ such that $M\binom{x}{y} \in B_{1} \times B_{2}$.

The second price is that $B$ must be a central set, rather than just an IP-set.

The full generality of the following theorem has $k, m, n \in \mathbb{N}$ with $m \leq n, M$ a $k \times m$ image partition regular matrix, and $w \in S_{n}$. I present it with $k=m=n=2$.

Theorem B. Let $M$ be a $2 \times 2$ image partition regular matrix with rational entries. If $S_{0}$ is finitely colored and $B$ is a central set in $\mathbb{N}$, then there exists $w \in S_{2}$ such that $\{w(\vec{x})$ : $\left.\vec{x} \in \mathbb{A}^{2}\right\}$ is monochromatic and $M\binom{\mu_{1}(w)}{\mu_{2}(w)} \in B \times B$.

Theorem B applies to many more matrices than does Theorem A, especially in its full generality, since the class of image partition regular matrices is much wider than the class of upper triangular matrices with positive diagonal entries.

But we pay two prices for this greater generality. First, we have the same central set $B$ on both coordinates.
Example. Let $M=\left(\begin{array}{ll}1 & 1 \\ 1 & 2\end{array}\right)$. Then $M$ is image partition regular and there exist central sets $B_{1}$ and $B_{2}$ in $\mathbb{N}$ such that there do not exist $x, y \in \mathbb{N}$ such that $M\binom{x}{y} \in B_{1} \times B_{2}$.

The second price is that $B$ must be a central set, rather than just an IP-set.
Example. Let $M=\left(\begin{array}{ll}1 & 0 \\ 1 & 1 \\ 1 & 2\end{array}\right)$ and let $B=F S\left(\left\langle 2^{2 n}\right\rangle_{n=1}^{\infty}\right)$.
Then $M$ is image partition regular and there do not exist $x, y \in \mathbb{N}$ such that $M\binom{x}{y} \in B \times B \times B$.

The audience member who has managed to stay awake during this presentation probably noticed that I stated Theorem B for $2 \times 2$ matrices, and gave an example showing that the central set $B$ cannot be replaced by an arbitrary IP-set $B$ using a $3 \times 2$ matrix. There is a reason.

The audience member who has managed to stay awake during this presentation probably noticed that I stated Theorem $B$ for $2 \times 2$ matrices, and gave an example showing that the central set $B$ cannot be replaced by an arbitrary IP-set $B$ using a $3 \times 2$ matrix. There is a reason.

Theorem B*. Let $M$ be a $2 \times 2$ image partition regular matrix with rational entries. If $S_{0}$ is finitely colored and $B$ is an IP-set set in $\mathbb{N}$, then there exists $w \in S_{2}$ such that $\left\{w(\vec{x}): \vec{x} \in \mathbb{A}^{2}\right\}$ is monochromatic and $M\binom{\mu_{1}(w)}{\mu_{2}(w)} \in B \times B$.

