1. INTRODUCTION

A graph \( G = (V, E) \) is a pairwise compatibility graph (PCG) if there exists a tree \( T \), an edge-weight function \( w \) that assigns positive values to the edges of \( T \) and two non-negative real numbers \( d_{\text{min}} \) and \( d_{\text{max}} \) such that each leaf \( l_u \) of \( T \) corresponds to a vertex \( u \in V \) and there is an edge \((u, v)\) \( \in E \) if and only if \( d_{\text{min}} \leq d_{T, w}(l_u, l_v) \leq d_{\text{max}} \) where \( d_{T, w}(l_u, l_v) \) is the sum of the weights of the edges on the unique path from \( l_u \) to \( l_v \) in \( T \). In this paper, we concentrate our attention on PCGs for which the witness tree is a caterpillar. We first give some properties of graphs that are PCGs of a caterpillar. Then, we reformulate this problem as an integer linear programming problem and we exploit this formulation to show that for the wheels on \( n \) vertices \( W_n \), \( n = 7, \ldots, 11 \), the witness tree cannot be a caterpillar. Related to this result, we conjecture that no wheel is PCG of a caterpillar. Finally, we turn our attention to PCGs of a general tree and prove that all of them admit as witness tree \( T \) a full binary tree.
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Caterpillars are interesting trees in the context of PCGs, as in most of the cases, the pairwise compatibility tree construction problem admit as solution a tree that is in fact a caterpillar. For this reason, we focus on this special kind of tree, providing the following results:

- We study the properties of the graphs that are PCGs of a caterpillar. First we consider the special case in which the edge-weight function assigns weight 1 to each edge of the caterpillar, and we provide a characterization of these graphs. Then we consider the general case and exploit sufficient conditions concerning \( d_{\text{max}} \) and \( d_{\text{min}} \) to guarantee that the PCGs are triangle free.
- We formulate the pairwise compatibility tree construction problem as an integer linear programming problem.
Let \( G = \text{PCG}(\Gamma_n, w, d_{\min}, d_{\max}) \). It is possible to choose \( w' \) and \( d'_{\max} \) such that \( G = \text{PCG}(\Pi_n, w', d_{\min}, d'_{\max}) \).

We conclude this section with some useful general properties concerning the edge-weight function of a pairwise compatibility tree.

**Theorem 2.2.** [6] Let \( G = \text{PCG}(T, w, d_{\min}, d_{\max}) \), where \( d_{\min}, d_{\max} \) and the weight \( w(e) \) of each edge \( e \) of \( T \) are nonnegative real numbers. Then it is possible to choose \( \hat{w}, \hat{d}_{\min}, \hat{d}_{\max} \) such that for any \( e \), the quantities \( \hat{d}_{\min}, \hat{d}_{\max} \) and \( \hat{w}(e) \) are natural numbers and \( G = \text{PCG}(\hat{T}, \hat{w}, \hat{d}_{\min}, \hat{d}_{\max}) \).

**Theorem 2.3.** [4] Let \( G = \text{PCG}(T, w, d_{\min}, d_{\max}) \). It is possible to choose natural numbers \( \hat{d}_{\min}, \hat{d}_{\max} \) and for any \( e \) in \( E(T) \), \( \hat{w}(e) \), such that \( \min_{e \in E(T)} \hat{w}(e) = 1 \) and \( G = \text{PCG}(\hat{T}, \hat{w}, \hat{d}_{\min}, \hat{d}_{\max}) \).

Due to the last results, in the rest of the paper we will assume that the weights and \( d_{\min}, d_{\max} \) are integers and that the smallest weight is 1.

The next section is devoted to the study of some properties of PCGs for which the witness tree is a centipede.

### 3. Properties of PCGs of Centipedes

There are a number of papers dealing with the attempt of characterizing the classes of PCGs derived by special trees or by special values of \( d_{\min} \) and \( d_{\max} \). For instance, PCGs of a star \( K_{1,n} \) are characterized in [6]. PCGs of any tree with \( d_{\min} = d_{\max} = 3, 4, 5 \) are studied in [2] and PCGs of caterpillars for which \( d_{\min} = 0 \) are considered in [3].

In this section we try to derive some properties of the PCGs of centipedes. As they seem to be very general graphs, we first consider a simplified model, i.e. we assume that \( w(e) = 1 \) for each edge of the tree. Observe that this restriction is natural as in many papers the tree is not weighted and the distance is defined as the number of edges on the (unique) path connecting two leaves. Then, we slightly extend the class of weight functions we consider, and finally we give some properties when \( w \) is arbitrary.

#### 3.1. Unit edge-weight

Let \( G = \text{PCG}(\Pi_n, u, d_{\min}, d_{\max}) \), where \( u(e) = 1 \) for each edge \( e \) of \( \Pi_n \). First observe that the problem of characterizing PCGs of caterpillars has been considered in [3] in the special case in which \( d_{\min} = 0 \) (in such a case PCGs coincide with the class of Leaf Power Graphs [9]), providing the following result:

**Theorem 3.1.** [3] If \( G \) is an \( n \) vertex connected graph, then the following statements are equivalent:

1. \( G = \text{PCG}(\Gamma, u, 0, d_{\max}) \);
2. \( G \) is a unit interval graph.

We now characterize the class of graphs that are PCGs of a centipede with unit edge weights.

**Theorem 3.2.** If \( G \) is an \( n \) vertex connected graph, then the following statements are equivalent:
1. $G = \text{PCG}(\Pi_n, u, d_{\text{min}}, d_{\text{max}})$;

2. $G = P_n^{d_{\text{max}} - 2} - P_n^{d_{\text{min}} - 3}$ if $d_{\text{min}} > 3$ and $G = P_n^{d_{\text{max}} - 2}$ otherwise.

Proof. Let $G = \text{PCG}(\Pi_n, u, d_{\text{min}}, d_{\text{max}})$. Observe that due to the unitary weights, the weighted distance between any two leaves in $\Pi_n$ coincides with the length of the shortest (unique) path between them. Thus, two vertices are adjacent in $G$ if and only if their corresponding leaves are connected in $\Pi_n$ by a path of a length belonging to the interval $[d_{\text{min}}, d_{\text{max}}]$.

So, if we consider the vertices $v_1, \ldots, v_n$ of $G$ lying on a line, each of them is connected to the vertices at distance $d_{\text{min}} - 2$, $\ldots$, $d_{\text{max}} - 2$ on the line. These edges can be obtained by considering the $n$ vertex path $P_n$ and computing its $(d_{\text{max}} - 2)$-th power; but this graph contains even edges that are not in $G$, and these edges are exactly those present in $P_n^{d_{\text{max}} - 3}$. On the other hand, based on the same argument, it is easy to verify that if $G = P_n^{d_{\text{max}} - 2} - P_n^{d_{\text{min}} - 3}$ then it is a PCG of the centipede with unitary weights.

To conclude the proof, observe that values of $d_{\text{min}}$ too small imply that this constraint has no effect because every pair of leaves is at distance greater than or equal to $d_{\text{min}}$. $\square$

Let $\mathcal{P}_n$ be the class of $n$ vertex graphs that are PCGs of a unit edge-weight centipede. It is easy to see that $\mathcal{P}_n \cap \mathcal{I}_n \neq \emptyset$ (indeed $P_n$ belongs to this set); moreover $\mathcal{P}_n - \mathcal{I}_n$ and $\mathcal{I}_n - P_n$ are both non empty. Indeed, any P$v$ $\Pi_n(u, d_{\text{min}}, d_{\text{max}})$ such that $d_{\text{max}} - d_{\text{min}} \geq 3$ and $d_{\text{min}} \geq 2$ contains a $K_{1,3}$ as an induced subgraph. Hence such graphs belong to $\mathcal{P}_n - \mathcal{I}_n$ (indeed unit interval graphs are $K_{1,3}$-free). Moreover, it is not difficult to see that the unit interval graph constituted by two copies of $K_{1,3}/2$ joint by an edge cannot be expressed in the form $P_n^{d_{\text{max}} - 2} - P_n^{d_{\text{min}} - 3}$ and thus it is in $\mathcal{I}_n - \mathcal{P}_n$.

This is not a contradiction, as Theorem 2.1 does not apply to caterpillars with unit edge-weight, and so the result in Theorem 3.1 is not a particular case of the result in Theorem 3.2; instead, this latter result constitutes a further puzzle-piece toward the comprehension of the PCG properties.

Let be given an integer value $k$. We define the two edge-weight functions $u_k$ and $\hat{u}_k$ on $\Pi_n$ as follows: $u_k(e_i) = k$ and $\hat{u}_k(e_i) = 1$ for each $i = 1, \ldots, n$. Vice-versa, $\hat{u}_k(e_i) = 1$ and $u_k(e_i) = k$ for each $i = 1, \ldots, n$.

Exploiting the same technique used in the proof of Theorem 3.2, we can state the following two results:

**Theorem 3.3.** If $G$ is an $n$ vertex connected graph, then the following statements are equivalent:

1. $G = \text{PCG}(\Pi_n, u_k, d_{\text{min}}, d_{\text{max}})$;

2. $G = P_n^{d_{\text{max}} - 2} - P_n^{d_{\text{min}} - 2k - 1}$ if $d_{\text{min}} > 2k + 1$ and $G = P_n^{d_{\text{max}} - 2k}$ otherwise.

**Theorem 3.4.** If $G$ is an $n$ vertex connected graph, then the following statements are equivalent:

1. $G = \text{PCG}(\Pi_n, \hat{u}_k, d_{\text{min}}, d_{\text{max}})$;

2. $G = P_n^{d_{\text{max}} - 2k} - P_n^{d_{\text{min}} - 2k - 1}$ if $d_{\text{min}} > 2k + 1$ and $G = P_n^{d_{\text{max}} - 2k}$ otherwise.

3.2. General edge-weight

Let us now consider the more general case in which $G = \text{PCG}(\Pi_n, w, d_{\text{min}}, d_{\text{max}})$, for any edge-weight function $w$, whose values are integer numbers, and their minimum value is 1, according to Theorems 2.2 and 2.3. We exploit some conditions on $w, d_{\text{min}}$ and $d_{\text{max}}$ under which $G$ presents some interesting properties.

**Theorem 3.5.** Let $G = \text{PCG}(\Pi_n, w, d_{\text{min}}, d_{\text{max}})$ and $\max_{v \in \Pi_n} w(e) = p$. If $d_{\text{min}} < 2d_{\text{max}} - 2p$ then $G$ is triangle free. On the contrary, if $d_{\text{min}} = d_{\text{max}} = d$, for each pair of edges $(v_i, v_j)$ and $(v_j, v_k)$ that are in $G$, if $w(v_j) = d/2$, then the edge $(v_i, v_k)$ is in $G$, too.

Proof. Let $G$ be a graph satisfying the condition of the theorem. Suppose on the contrary that there are three vertices $v_i, v_j$ and $v_k$ in $G$ that form a triangle, i.e. such that $(v_i, v_j), (v_j, v_k)$ and $(v_i, v_k)$ are edges. Consider their corresponding leaves $l_i, l_j$ and $l_k$; it is not restrictive to assume $i < j < k$. The existence of edges $(v_i, v_j)$ and $(v_j, v_k)$ implies that $d_{\text{min}} \leq n_{\Pi_n}(l_i, l_j) \leq d_{\text{max}}$ and $d_{\text{min}} \leq n_{\Pi_n}(l_j, l_k) \leq d_{\text{max}}$. Consider the edge $(v_i, v_k)$.

$$d_{\Pi_n}(l_i, l_k) = d_{\Pi_n}(l_i, l_j) + d_{\Pi_n}(l_j, l_k) - 2w(e_j) \geq 2d_{\text{min}} - 2w(e_j).$$

In order to prove the first claim, observe that this latter term is greater than or equal to $2d_{\text{min}} - 2p$. The hypothesis $2d_{\text{min}} - 2p > d_{\text{max}}$ implies a contradiction.

To prove the second claim, notice that $2d_{\text{min}} - 2w(e_j) \geq d_{\text{min}}$ if and only if $2w(e_j) \leq d_{\text{min}}$.

On the other hand, $d_{\Pi_n}(l_i, l_k) = w(e_i) + w(e_k) + x + y \leq 2d_{\text{max}} - 2w(e_k)$, and this latter term is upper bounded by $d_{\text{max}}$ if and only if $2w(e_k) \leq d_{\text{max}}$. Joining together the two obtained inequalities, we have that $(v_i, v_k)$ is surely an edge of $G$ if $d_{\text{max}} \leq 2w(e_j) \leq d_{\text{min}}$. Since, by definition of PCG, $d_{\text{min}} \leq d_{\text{max}}$, the claim follows. $\square$

Given a graph $G$, let $v_1, \ldots, v_n$ be any ordering on the line of its vertices. We define the fan with respect to nodes $v_i, v_j$ and $v_k$, and denote it by $F_{i,j,k}$, the set of edges $(v_i, v_k)$ for each $i \leq k \leq j$.

**Theorem 3.6.** Let $G = \text{PCG}(\Pi_n, w, d_{\text{min}}, d_{\text{max}})$ and let $w(e_i) \leq w(e_{i+1})$ for each $i = 1, \ldots, n - 1$. In other words, if $i < j < k$, $\Pi_n(l_i, l_j) \leq \Pi_n(l_i, l_k)$, for each $k \geq j$. If $(v_i, v_j)$ and $(v_j, v_k)$, $i < k$, are edges of $G$, then the whole fan $F_{i,j,k}$ belongs to $G$.

Proof. First observe that, if $(v_i, v_j)$ and $(v_j, v_k)$ are edges of $G$, then $d_{\text{min}} \leq n_{\Pi_n}(l_i, l_j) \leq d_{\text{max}}$ and $d_{\text{min}} \leq n_{\Pi_n}(l_j, l_k) \leq d_{\text{max}}$. Let us now consider a node $v_m$ such that $j < m < k$. To prove the claim we have to show that $d_{\text{min}} \leq n_{\Pi_n}(l_i, l_m) \leq d_{\text{max}}$. It is easy to convince oneself that:

$$d_{\Pi_n}(l_i, l_m) = d_{\Pi_n}(l_i, l_{m-1}) - w(e_{m-1}) + w(e_{m+1}) + w(e_m) = d_{\Pi_n}(l_i, l_m) - w(e_{m-1}) + w(e_m).$$
From the hypothesis $w(e_m) \leq w(e_{m+1}) + w(e_{m+1})$, for each $m = 1, \ldots, n-1$ and from the previous equalities, it follows that $d_{\Pi_{w,n}}(l_i, l_{m+1}) \leq d_{\Pi_{w,n}}(l_i, l_m) \leq d_{\Pi_{w,n}}(l_i, l_{m+1})$. Iterating these inequalities, we have $d_{\min} \leq d_{\Pi_{w,n}}(l_i, l_j) \leq d_{\Pi_{w,n}}(l_i, l_k) \leq d_{\max}$, so the claim follows. □

4. THE ILP MODEL

In this section we propose an Integer Linear Programming (ILP) model for the pairwise compatibility tree construction problem, when the shape of the tree is given. That is, given an $n$ vertex graph $G = (V,E)$ and an $n$ leaf tree $T$, we want to determine whether there exists an assignment (bijective mapping $\sigma : V \rightarrow F$) between the vertex set $V$ and the set $F$ of the leaves of $T$, integer weights $w(a)$ for each edge $a \in A$ of $T$, and two integers $d_{\min} \leq d_{\max}$ such that $G = PCG(T,w,d_{\min},d_{\max})$.

In the following, we denote by $\tilde{E} = \{(i,j) \in V \times V : i < j\}$ the set of all possible edges in $G$ and by $\tilde{F} = \{(u,v) \in F \times F : u < v\}$ the set of all pairs of leaves in $T$; since the shape of $T$ is fixed, for each $(u,v) \in \tilde{F}$ we know the subset $A((u,v)) \subseteq A$ defining the unique path between the leaf $u$ and the leaf $v$ in $T$. For instance, for the centipede $\Pi_7$, the set of all $n(n-1)/2 = 21$ paths between any possible pair of leaves is given in Table 1. With this notation, we want to determine whether it is possible to satisfy the condition

$$(i,j) \in E \iff d_{\min} \leq \sum_{a \in \sigma^1((i,j))} w(a) \leq d_{\max}. \tag{1}$$

We will show that we can (reasonably easily, for small $n$) solve this problem by formulating it as an ILP and using available tools. To do that, we first introduce the classical (binary) assignment variables

$$x_{iu} = \begin{cases} 1 & \text{if } \sigma(i) = u \\ 0 & \text{otherwise} \end{cases}$$

for all $n^2$ pairs $(i,u) \in V \times F$, together with the $2n$ assignment constraints

$$\sum_{u \in F} x_{iu} = 1, u \in F \quad \text{and} \quad \sum_{u \in F} x_{iu} = 1, i \in V. \tag{2}$$

For each $(u,v) \in \tilde{F}$ we then introduce binary variables

$$y_{uv} = \begin{cases} 1 & \text{if } (\sigma^{-1}(u),\sigma^{-1}(v)) \in E \\ 0 & \text{otherwise.} \end{cases}$$

In order to guarantee the intended semantic, for each $(u,v) \in \tilde{F}$ and $(i,j) \in \tilde{E}$ we add

- the constraint $y_{uv} \geq x_{iu} + x_{jv} - 1$ if $(i,j) \in E$ and (3)
- the constraint $y_{uv} \leq 2 - x_{iu} - x_{jv}$ if $(i,j) \notin E$. (4)

These do the intended job. Indeed, consider two leaves of $T$, $u,v \in F$ and two vertices of $G, u,v \in V$. If $i \neq \sigma^{-1}(u)$ or $j \neq \sigma^{-1}(v)$, then at least one among $x_{iu}$ and $x_{jv}$ is 0. If $(i,j) \in E$ then the right-hand-side of (3) is 0, while if $(i,j) \notin E$ then the right-hand-side of (4) is $\geq 1$; in either case the constraint is redundant since $y_{uv} \in \{0,1\}$. Thus, the constraint only becomes “active” for these quadruples $((a,v),(i,j))$ such that $x_{iu} = x_{jv} = 1$, i.e., $i = \sigma^{-1}(u)$ and $j = \sigma^{-1}(v)$; there, if $(i,j) \in E$ then constraint (3) forces $y_{uv} = 1$, while if $(i,j) \notin E$ then constraint (4) forces $y_{uv} = 0$.

Given these constraints, we can model the “if” part of (1). To do that we first introduce (positive) integer variables: $d_{\min}, d_{\max}$, and $w(a)$ for each $a \in A$, with obvious meaning. We must now represent by linear constraints, for each $(u,v) \in \tilde{F}$, the logical condition “if $y_{uv} = 1$, then $d_{\min} \leq \sum_{a \in A((u,v))} w(a) \leq d_{\max}$”. The standard approach for representing this within an ILP would ask for a-priori knowledge of a “sufficiently large” value $M$, i.e., such that $M \geq \sum_{a \in A((u,v))} w(a)$ for all possible $(u,v) \in \tilde{F}$ and each possible feasible value of $w$ (if any). If we had such $M$ at our disposal, we could write the two classical “big-$M$ constraints”

$$\sum_{a \in A((u,v))} w(a) \leq d_{\max} + M(1 - y_{uv})$$

$$\sum_{a \in A((u,v))} w(a) \geq d_{\min} - M(1 - y_{uv}). \tag{5}$$

When $y_{uv} = 0$, both constraints are clearly redundant; conversely, when $y_{uv} = 1$ we precisely obtain the condition that the weight of the path $A(u,v)$ lies between $d_{\min}$ and $d_{\max}$. Unfortunately, there is not any obvious way to find such an $M$ a priori.

However, modern ILP solvers like the one we used, Cplex 12.3, allow to add to the formulation the so-called indicator constraints. These have the generic form

binary variable = value → linear constraint

and their semantic is that the “linear constraint” must be satisfied by any feasible solution of the ILP where the “binary variable” has the prescribed “value” (either 0 or 1), while the solutions where the binary variable does not have that value can violate the constraint. Therefore, the two indicator constraints

$$y_{uv} = 1 \rightarrow \sum_{a \in A((u,v))} w(a) \leq d_{\max}$$

$$y_{uv} = 1 \rightarrow \sum_{a \in A((u,v))} w(a) \geq d_{\min} \tag{6}$$

have precisely the same semantic of (5), while not requiring knowledge of $M$.

To enforce the “only if” part we need to introduce two further binary variables for each $(u,v) \in \tilde{F}$:

$$y_{uv}^+ = \begin{cases} 1 & \text{if } (\sigma^{-1}(u),\sigma^{-1}(v)) \notin E \text{ and } \sum_{a \in A((u,v))} w(a) \geq d_{\max} + 1 \\ 0 & \text{otherwise} \end{cases}$$

$$y_{uv}^- = \begin{cases} 1 & \text{if } (\sigma^{-1}(u),\sigma^{-1}(v)) \notin E \text{ and } \sum_{a \in A((u,v))} w(a) \leq d_{\min} - 1 \\ 0 & \text{otherwise}. \end{cases}$$

These need be linked to the $y_{uv}$ by the constraint

$$1 - y_{uv} = y_{uv}^+ + y_{uv}^- \tag{7}$$

which guarantees that if $y_{uv} = 1$ (and therefore $d_{\min} \leq \sum_{a \in A((u,v))} w(a) \leq d_{\max}$ because of (6)) then $y_{uv}^+ + y_{uv}^- = 0$.
while if \( y_{uv} = 0 \) then exactly one among \( y_{uv}^+ \) and \( y_{uv}^- \) is equal to one. We can then finish up with the two further indicator constraints

\[
\begin{align*}
y_{uv}^+ &= 1 \quad \rightarrow \quad \sum_{a \in A(u,v)} w(a) \geq d_{\text{max}} + 1 \\
y_{uv}^- &= 1 \quad \rightarrow \quad \sum_{a \in A(u,v)} w(a) \leq d_{\text{min}} - 1
\end{align*}
\]

which enforce that whenever one (and only one) among \( y_{uv}^+ \) and \( y_{uv}^- \) is equal to one, then \( \sum_{a \in A(u,v)} w(a) \) lies outside the interval \([d_{\text{min}}, d_{\text{max}}]\) (in either of the two possible directions).

Collating all the above constraints provides a valid ILP formulation (with indicator constraints) of our problem, that can therefore be solved by standard ILP tools. Note that we have not specified any objective function; indeed, since

\[
\begin{align*}
y_{uv}^+ = \min \left\{ y_{uv}^+ \right\} \\
y_{uv}^- = \max \left\{ y_{uv}^- \right\}
\end{align*}
\]

for binary variables \( y_{uv} \), only defined for \( (u,v) \notin \tilde{E} \). Therefore, denoting by \( k = |\tilde{E}| = |\hat{E}| = n(n-1)/2 \) the cardinality of the complement of \( \hat{E} \), the model for fixed \( \sigma \) only has \( k \) binary variables, \( |A| + 2 \) general integer variables, \( k \) indicator constraints and \( |\hat{E}| = n(n-1)/2 - k \) linear constraints. This model is significantly easier to solve: for \( n = 7 \), it only takes a small fraction of a second using a state-of-the-art ILP solver like Cplex 12.3 on an ordinary laptop computer. Of course, the drawback is that we need, in principle, to solve \( n! \) of such models, one for each of the possible permutations \( \sigma \), in order to solve the overall problem. However, when we apply this model to the case in which \( G \) is the 7 vertex wheel \( W_7 \) and \( T \) is the centipede \( \Pi_7 \), we can exploit the symmetry of the tree and of the graph to reduce the number of permutations to be considered. We can extend these arguments easily by induction to reduce the number of the permutations that need to be considered for \( n \leq 11 \). We have therefore written a small C++ program that automatically constructs all these models, each one corresponding to one fixed permutation \( \sigma \), and solves them with Cplex 12.3. None of these model turned out to have any feasible solution.

Calling \( M \) the class of graphs that are PCGs of a caterpillar, in view of Theorem 2.1, this proves the following result:

**Theorem 4.1.** The wheels \( W_n, n = 7, \ldots, 11 \) do not belong to \( M \).

We recall that each graph \( G \) with at most 7 vertices is a PCG, and the witness tree is a centipede, except in the case of \( W_7 \), whose witness is a more general tree [4]. So, the previous theorem concludes the study of the graphs with at most 7 vertices.

## 5. PCGS of General Trees

In the general case, the ILP model can be used to check whether a given graph is PCG or not implementing it by
choosing the possible witness tree $T$ among all the $n$ leaf trees. Of course, this is impracticable. For this reason, in this section we study PCGs of general trees with the aim of understanding if there exists a unifying tree structure allowing one to check only it instead of all possible $n$ leaf trees, so taking a role that is analogous to the centipede for all the caterpillars.

**Theorem 5.1.** Let $G$ be a graph, and $T$ a tree. If $G = PCG(T, w, d_{\min}, d_{\max})$, then there always exists a full binary tree $\Lambda$, a new edge-weight function $w'$, and a new value $d'_{\max}$ such that $G = PCG(\Lambda, w', d_{\min}, d'_{\max})$.

Proof. Given $T$ with a positive edge-weight function $w$, we first construct $\Lambda$, with a non negative edge-weight function $w''$ and then we deduce a positive edge-weight function $w'$ for $\Lambda$, modifying the value of $d'_{\max}$ accordingly.

We perform a breadth first search on $T$; each time we examine a vertex $v$ and its children on $T$, we construct a portion of $\Lambda$ inserting both $v$ and its children, guaranteeing that the new structure is a full binary tree. Namely, let us call $\text{ch}(v)$ the number of children of $v$ and $N^1(v)$ the subtree of $T$ induced by $v$ and by all its children $c_1(v), \ldots, c_{\text{ch}(v)}(v)$. If $\text{ch}(v) > 3$, then we substitute $N^1(v)$ with a $\text{ch}(v)$ leaf complete binary tree (that is, all levels, except possibly the deepest one are fully filled, and, if the last level is not complete, the nodes of that level are filled from left to right) whose root corresponds to $v$, and whose leaves correspond to the children of $v$ in the same order from left to right. On this portion of $\Lambda$ we define the weight function $w''$: calling $p(u)$ the parent vertex of a vertex $u$, for each edge $(c_i(v), p(c_i(v))), 1 \leq i \leq \text{deg}(v)$, define $w''((c_i(v), p(c_i(v)))) = w(c_i(v), v)$; the weights of all the other edges of the complete binary tree are set to 0. This portion of $\Lambda$ must be merged with the previously constructed part, by overlapping the two copies of $v$, the one generated when $v$ is considered as child of its father and the other just generated. Once that all the vertices of $T$ have been examined, $\Gamma$ is completely constructed. An example of execution of this procedure is depicted in Figure 2.

It is easy to check that $\Lambda$ is a full binary tree and that $PCG(T, w, d_{\min}, d_{\max})$ and $PCG(\Lambda, w'', d_{\min}, d_{\max})$ are in fact the same graph $G$.

It remains to modify the non negative edge-weight function $w''$ into a positive function $w'$, varying the value of $d'_{\max}$ accordingly. Let us define:

$$L = \min_{(a, b) \in E(G)} \left\{ \left| d_{\min} - d_{\Lambda, w''}(l_a, l_b) \right|, \left| d_{\max} - d_{\Lambda, w''}(l_a, l_b) \right| \right\}$$

$$N = \left| \left\{ e : e \in E(\Lambda), w(e) = 0 \right\} \right|.$$ 

$L$ is the smallest distance between the quantities $d_{\min}, d_{\max}$ and the weighted distances on the tree of the paths corresponding to non-edges of $G$; $N$ is the number of edges of $\Lambda$ of weight 0.

Observe that, unless $G$ coincides with the clique $K_n$ (which trivially is PCG of a full binary tree), there always exists a pair of leaves such that their distance on $\Lambda$ falls out of the interval $[d_{\min}, d_{\max}]$ and hence $L > 0$. Furthermore, as any edge incident to a leaf in $\Lambda$ is strictly greater than 0, it is not difficult to see that in a full binary tree $N \leq 2n$. So, the value $\epsilon = \frac{L}{N} + 1$ is well defined.

Now define a new weight function $w'$ on $\Lambda$ by assigning the weight $\epsilon$ to any edge of weight 0. More formally, $w'(e) = w''(e)$ if $w''(e) \neq 0$ and $w'(e) = \epsilon$ otherwise. In this way the distance between any two leaves in $\Lambda$ can result increased by a value upper bounded by $\epsilon N < L$. Set the new value $d'_{\max} = d_{\max} + \epsilon N$.

The following three observations conclude the proof:

- any distance between leaves in $\Lambda$ that was strictly smaller than $d_{\min}$ with respect to the weight function $w''$ remains so after this transformation as $\epsilon N < L$;
- any distance that was strictly greater than $d_{\max}$ with respect to the weight function $w''$ is strictly greater than $d'_{\max}$ due to the definition of $L$;
- any distance that was in the interval $[d_{\min}, d_{\max}]$ with respect to the weight function $w''$ is now in the interval $[d_{\min}, d'_{\max}]$.

Unfortunately, the previous theorem does not guarantee to have a unique tree, but it is anyway an important improvement in the complexity of the pairwise compatibility tree construction problem, as it leads to consider only a particular subclass of all the $n$ leaf trees.

### 6. CONCLUSIONS AND OPEN PROBLEMS

In this paper we consider the pairwise tree construction problem with particular attention to the cases when the pairwise compatibility tree is a caterpillar. This was first motivated by the fact that in the literature, the pairwise compatibility tree construction problem of many graphs has as a solution a tree that is a caterpillar. Moreover, due to the simple and symmetric structure of this class of trees it is also one of the first non trivial cases to be considered when trying to identifying the class of PCGs generated by a specific tree structure.

It is known that every graph that is PCG of a caterpillar is PCG of a centipede (for opportune values of weight function, $d_{\min}$ and $d_{\max}$). In view of this, we first characterize the class $\mathcal{P}_n$ of graphs that are PCGs of a unit edge-weight centipede, and then we put it in relation with the class $\mathcal{I}_n$ of unit interval graphs, that are all the PCGs of a unit edge-weight caterpillar in the special case when $d_{\min} = 0$.

For what concerns arbitrary edge-weighted centipedes, we give some conditions on $w$ and $d_{\max}$ so that $PCG(\mathcal{I}_n, w, d_{\min}, d_{\max})$ is triangle free or has an induced clique.

Then, we propose an ILP model when the structure of the tree is given. We apply it to the special case when the graph is the 7 vertex wheel $W_7$ and the tree a centipede, so proving that $W_7$, (that is known to be PCG) cannot be PCG of a caterpillar. As a consequence, caterpillars cannot generate all the PCGs, so we focus on a more general tree...
structure, with the aim of understanding if there exists a unifying structure allowing one to check only it instead of all possible \( n \) leaf trees, so taking for all trees a role that is analogous to the centipede for all the caterpillars. We individuate this general structure in the full binary tree \( \Gamma_n \). Unfortunately for our purposes, this structure is not as good as the centipede as, for a fixed \( n \), there is a unique \( n \) leaf centipede but many \( n \) leaf full binary trees. Nevertheless, they are much less than all the \( n \) leaf trees.

Clearly this work gives rise to many open problems.

First, reminding that \( \mathcal{M} \) denotes the class of PCGs generated by a caterpillar, it would be interesting to solve the following:

**Problem 1:** Give a complete characterization of the class \( \mathcal{M} \).

Moreover, we have shown that \( W_7 \) is the smallest graph which is not a PCG of a caterpillar. As the same holds for \( W_8, \ldots W_{11} \), it is natural to ask if this results extends to the whole class of wheels, i.e., if every wheel graph \( W_n \) with \( n \geq 9 \) is not a PCG of a caterpillar. In this context, we state the following conjecture:

**Conjecture 1.** Let \( n \) be an integer such that \( n \geq 7 \), then \( W_n \notin \mathcal{M} \).

In fact, it is not even known if wheels on at least eight vertices are PCGs. We do not propose a conjecture here, although there is some evidence that these graphs are not PCGs: for example, the tree presented in [4] for \( W_7 \) cannot be generalized and it seems it is an ad hoc construction for this particular case.

Finally, it would be clearly interesting to generalize the ILP model in order to enlarge the class of problems it can solve. For instance, it could be possible (although not straightforward) to extend it to determine whether a fixed graph \( G \) is the PGC of any tree (with fixed leaf set \( F \)) that is a subgraph of another given graph \( G' \). Even modeling the problem of proving whether or not \( G \) is a PCG of any tree \( T \), without any assumption on the shape of \( T \), appears more difficult, but it would obviously be very helpful for the study of this problem.
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