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Information Extraction

“A process of getting structured data from unstructured

iInformation in the text”
(Jurafsky and Martin, 2009)

“Ildentification of instances of a particular class of
relationships in a natural language text, and the extraction of

relevant arguments for that relationships”
(Grishman, 1997)
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Information Extraction
Why?

Machine Reading:

“I hereby offer to bet anyone a lobster dinner that by 2015 we will have a
computer program capable of automatically reading at least 80% of the
factual content across the entire English speaking web, and placing those
facts in a structured knowledge base.”

(T. Mitchell. Reading the Web: A Breakthrough Goal for Al. Al Magazine, 2005)
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Input: Output:
- large corpus of unstructured text - knowledge base of triples
- set of semantic relations { entity, relation, entity >

- labelled training data
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Information Extraction

What?
Input: Output:
- large corpus of unstructured text - knowledge base of triples

entity, relation, entity >

—set-of semanticrelations <
\» - set of semantic relations

unsupervised
learning

degree of supervision
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Information Extraction

How?
“classic”
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Information Extraction

How? .
bootstrapping from
few high-precision

weak

o seed patterns
S supervision
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Information Extraction

How?

semantic information

use seed patterns to

~—— build a self-labelled
self

. . training set
supervision

(Carlson et al., 2010)

(Kozareva and Hovy, 2010)

(Bunescu and Mooney, 2006)

degree of supervision

v



Information Extraction

How?

semantic information

NELL — Never Ending Language
Learning (Carlson et al., 2010)

Web-scale self-supervised learning
system, running at CMU continuously
24 hours per day

Requires an initial ontology with
categories and relations, each with
10/15 initial seeds

Uses a variety of methods (including

' human supervision) to extract beliefs
(Kozareva and Hovy, 2010) from the web
‘ http://rtw.ml.cmu.edu/rtw

(Bunescu and Mooney, 2006)

v

degree of supervision



Information Extraction

How?

semantic information

instead of seeds,use a large ~——

S
knowledge base of examples

(e.g. Freebase)

(Ri

distant
upervision

(Hoffmann et al., 2011)

edel et al., 2010)

degree of supervision

v



Information Extraction

How? - .
no initial set of relations,
Open " no training data at all

Information

o Extraction
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8 |(Fader et al., 2011)

degree of supervision



Information Extraction

How?

semantic information

ReVerb (Fader et al., 2011)

For each sentence in the corpus:

- POS tagging and chunking

- Identify relation string as “well formed”
sequence of words wrapping a verb

- Find the nearest NPs to the left and right

- Assign a confidence to the extraction

v

degree of supervision



Information Extraction

How? explicit disambiguation, semantic

Semantically-/ analysis of relation strings
‘ informed OIE

(Nakashole et al., 2012)
(Moro and Navigli, 2013)

semantic information

(Fader et al., 2011)

degree of supervision

v



Information Extraction

How?

semantic information

PATTY (Nakashole et al., 2012)

From patterns to pattern synsets (clusters of
relation phrases that express the same relation)

(Moro and Navigli, 2013) Each pattern has syntactic generalizations and
semantic types for its arguments:

<Person> ’'s [ ADJ ] voice * <Song>

Patterns are hierarchically organized in a taxonomy

(Fader et al., 2011)

degree of supervision

v



Information Extraction

WiSeNet (Moro and Navigli, 2013)

How?

Wikipedia-based Semantic Network: triples in the KB
are determined by Wikipedia hyperlinks

Syntactically-grounded relational phrases with

CC, Wikipedia categories as semantic types

‘5 | (Nakashole et al., 2012) . . . .

g Relation synsets built using soft clustering techniques
(U {techniques to improve,

HC_) Natural strengthening the} Information
= Language > W Retrieval

- Processin {is a field of, etrieva
@) g . is an area of,

B {is a fleld of Adversarial is studied in} which
= is an area of, Information specializes
E is studied in} \Vi4 RBtFiBVﬁ' W in}

8 |(Fader et al., 2011) Computer Software
‘ Science Company

»
»

degree of supervision



(Open) Information Extraction

OIE is great, but...

Sparsity: many relation phrases express the same
relationship (e.g. synonyms, paraphrases)

Ambiguity: arguments (and relation phrases)
are ambiguous!
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DeflE: OIE from textual definitions

Claudio Delli Bovi, Luca Telesca and Roberto Navigli.

Large-Scale Information Extraction from Textual Definitions
through Deep Syntactic and Semantic Analysis.

Transactions of the Association for Computational Linguistics (TACL), 201 5.

SAPIENZA

UNIVERSITA DI ROMA




& DeflE: OIE from textual definitions

@ http://Icl.uniromal.it/defie

The idea:

instead of targeting massive and noisy corpora (like
the web) and then trying to find a smart way to cope

with the noise

target smaller but “denser” (and virtually noise-free)
corpora of definitional knowledge.




& DeflE: OIE from textual definitions

@ http://Icl.uniromal.it/defie

The idea:

instead of targeting massive and noisy corpora (like
the web) and then trying to find a smart way to cope
with the noise

target smaller but “denser” (and virtually noise-free)
corpora of definitional knowledge.

Apply OIE techniques to extract as much information %
as possible! o




ﬁ:] DeflE: OIE from textual definitions

@ http://Icl.uniromal.it/defie

The tools:

- An underlying inventory/knowledge base
(to which arguments and relation patterns will
be connected)

- A WSDI/EL system (to disambiguate concepts
and entity mentions across the input text)

- A syntactic parser (to construct meaningful
relation patterns and avoid sparsity)



& DeflE: OIE from textual definitions

@ http://Icl.uniromal.it/defie
Th t I /http://babelnet.org \
€ TOO0IS.

- An underlying inventory/knowledge base
(to which arguments and relation patterns will
be connected)

BabelNet

14 million entries

both lexicographic
and encyclopedic

Qnowledge /




@ http://Icl.uniromal.it/defie

The tools:

- A WSDI/EL system iIsambiguate concepts
and entity mentions across the input text)

& DeflE: OIE from textual definitions

/ http://babelfy.org \

fy

Babelfy

unified graph-based
approach to EL and
WSD

unsupervised, based

Qn BabelNet /




& DeflE: OIE from textual definitions

@ http://Icl.uniromal.it/defie

The tools:

- A syntactic parser (teconstruct meaningful
relation patterns and avoid sparsity)

/hﬂp://svn.ask.it.usyd.edu.au/\

trac/candc

log-linear parser and
supertagger based on

CCG

(theoretically) suited
to long-distance

\dependencies /



€1 DeflE: How it works

@ http://Icl.uniromal.it/defie

|. Extracting relation instances

“Atom Heart Mother is the fifth
album by English band Pink Floyd.”

Textual definition d



€1 DeflE: How it works

@ http://Icl.uniromal.it/defie

|. Extracting relation instances

Parsing @ )
Goom) '1 Dependency graph G4

“Atom Heart Mother is the fifth
album by English band Pink Floyd.”

~N

AtomHeart Mothery,

Sense mappings 4

Disambiguation =~ [stom Heart Motheis the fifth

/Ialbum| by
f

English|band|Pink Floyd|
\

albumy,

English, band p, Pink Floyd,



€1 DeflE: How it works

@ http://Icl.uniromal.it/defie

|. Extracting relation instances

“Atom Heart Mother is the fifth
album by English band Pink Floyd.”

AtomHeart Mothery, |

~

. IAtom Heart Mother]is the fifth Graph G;"™
/Ialbum| by [English|band|Pink Floyd|
v \

albumy,

Syntactic-Semantic

English, band p, Pink Floyd,



€1 DeflE: How it works

@ http://Icl.uniromal.it/defie

|. Extracting relation instances




Extraction 1

€1 DeflE: How it works

@ http://Icl.uniromal.it/defie

|. Extracting relation instances

X = is —albuml —by —Y

41 X = Atom Heart Mother;
Y = Pink Floyd;,




Extraction 2

Extraction 1

€1 DeflE: How it works

@ http://Icl.uniromal.it/defie

|. Extracting relation instances

X 3 is Y

{ X = Atom Heart Mother;,
Y = albumgn

X = is —albuml —by —Y

41 X = Atom Heart Mother;
Y = Pink Floyd;,




€1 DeflE: How it works
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2. Relation typing and scoring



€1 DeflE: How it works

€ http://lcl.uniromal.it/defie

2. Relation typing and scoring

For each relation R:

Substitute each domain and range argument with its hypernym h (using
the BabelNet taxonomy) and generate a probability distribution over
semantic types for the two sets



€1 DeflE: How it works

€ http://lcl.uniromal.it/defie

2. Relation typing and scoring

For each relation R:

Substitute each domain and range argument with its hypernym h (using
the BabelNet taxonomy) and generate a probability distribution over
semantic types for the two sets

n
Compute the entropy of Ras Hp = — Zp(hz') loga p(h;)
1=1



€1 DeflE: How it works

@ http://Icl.uniromal.it/defie

2. Relation typing and scoring

For each relation R: Total number of
extracted instances
Compute the score of R as / for R

B SR
score(R) = (Hr + 1) length(r)

Domain and range / \ Length of the

entropy of R relation pattern of R




€1 DeflE: How it works

@ http://Icl.uniromal.it/defie

2. Relation typing and scoring

Pattern Score | Entropy

X directed by Y 4 025.80 1.74

X known for Y 2 590.70 3.65
Xiselection district; of Y 110.49 0.83
X is composer}m fromY 39.92 2.08

X is street}m named after Y 1.91 2.24
Xisvillage; foundedin 1912inY 0.91 0.18




€1 DeflE: How it works

@ http://Icl.uniromal.it/defie

3. Relation taxonomization



€1 DeflE: How it works

@ http://Icl.uniromal.it/defie

3. Relation taxonomization

Cj

creations,
H(c;) | workof artj,

album%n

COo—Caie )y —Gp
album

Ci

Hypernym Generalization



€1 DeflE: How it works

@ http://Icl.uniromal.it/defie

3. Relation taxonomization

Ci

creations,
H(c;) | workof artj,

album Elm modifier head noun

Studio -
o m studio album
album

Ci n;

Hypernym Generalization Substring Generalization



& DeflE: Results

@ http://Icl.uniromal.it/defie

Dataset:
whole set of English textual definitions in BabelNet 2.5
4 357 327 items from 5 different sources (Wikipedia, N

WordNet, Wikidata, Wiktionary, OmegaWiki) BabelNet



é DeflE: Results

€ http://lcl.uniromal.it/defie

DeflE NELL PATTY ReVerb WiSeNet

# Relations 255 881 298 1 631 531 664 746 245 935
Avg. extractions 81.68 7013.03 9.68 22.16 9.24

# Extractions 20 352 903 2089 883 |5 802 946 14 728 268 2 271 807
# Entities 2 398 982 | 996 021 | 087 907 3 327 425 | 636 307

# Edges in the 44 412 - 20 339 - -

taxonomy



ﬁ:] DeflE: Results

€ http://lcl.uniromal.it/defie

Other evaluations:

- Precision and coverage of relations

- Novelty of information

- Quality of relation taxonomization

- Quality of entity linking/disambiguation

- Impact of definition sources



é DeflE: Results

@ http://Icl.uniromal.it/defie

. Data and output soon
Other evaluations: \ . P
available for download

- Precision and coverage of relations on the website!

- Novelty of information L( J’

- Quality of relation taxonomization

- Quality of entity linking/disambiguation

- Impact of definition sources



Outline

KBUNnify: KB disambiguation and unification

Claudio Delli Bovi, Luis Espinosa-Anke and Roberto Navigli.
Knowledge Base Unification via Sense Embeddings and Disambiguation.

Proceedings of the 2015 Conference on Empirical Methods in Natural Language :
Processing (EMNLP), pages 726—736, Lisbon, Portugal, [ 7-21 September 2015. 6]

SAPIENZA

UNIVERSITA DI ROMA

NIVERSITAT
OMPEU FABRA

o C



sense embeddings and disambiguation
@ http://lcl.uniromal.it/kb-unify

The idea:

% KB-Unify: Knowledge base unification via

A < \X Armstrong, has worked at, \X/ NASA >
PATTY ~ @
> 2 \Y/
WiseNet | [ir’e'@dﬁ/
l
Open Information Linked Resources
Extraction system < Armstrong , works for, NASA )

NELL i - e
ReVerb > j; 7

Unlinked Resources



% KB-Unify: Knowledge base unification via

sense embeddings and disambiguation
@ http://lcl.uniromal.it/kb-unify

The idea: {IB Armstrong, r,,.., [ NASA >
PATTY ~ ={ has worked at
. > ™ neoadia “Y/ ,
WiseNet | e works for ,
jﬁ employed at,
Open Information Linked Resources .}

Extraction system

NELL : - g
ReVerb > é;j

Unlinked Resources

Unified Resource



% KB-Unify: Knowledge base unification via

sense embeddings and disambiguation
@ http://lcl.uniromal.it/kb-unify

The tools:

- A WSDI/EL system (to disambiguate unlinked
resources)

- A unified sense inventory S (to make the
various resources “‘speak to each other”)

- A unified vector space V¢ (to associate a
vector with each item of S)



% KB-Unify: Knowledge base unification via

sense embeddings and disambiguation
@ http://lcl.uniromal.it/kb-unify

The tools:
- A WSDJ/EL system (to disambiguate unlinked

fY' Babelfy
resources)

-A.unIfIEd sense Tventorz S (to makf the N Babelnet
various resources “‘speak to each other”)

- A unified vector space V¢ (to associate a
vector with each item of S)




% KB-Unify: Knowledge base unification via

sense embeddings and disambiguation

@ http://lcl.uniromal.it/kb-unify /. \
The tools: SensEmbed
(lacobacci et al.,
- A WSDJ/EL system (to disambiguate unlinked 2015)
resources) Sense-based

embedding model
- A unified sense inventory S (to make the

: “ N Popular word2vec
various resources “‘speak to each other”)

architecture (skip-
gram) trained on a
sense-annotated

\corpus /

- A unified vector space V¢ (to associate a
vector with each item of S)




KB-Unify: How it works
@ http://lcl.uniromal.it/kb-unify

A bird’s-eye view

Linked

Resources Kp

Unlinked

Resources K



KB-Unify: How it works

@ http://lcl.uniromal.it/kb-unify

A bird’s-eye view

/\_ s

Linked " Inter Resource

use BabelNet mappings to
redefine each linked resource

Linking

Resources Kp

Redefined

Resources K5

---->' -y —-.~>_,__..- —
¥ s J, S 5
KD2 K

Unlinked
Resources K / disambiguate each unlinked
e . resource using Babelnet as
sense inventory (more on this
later!)

Disambiguation \



KB-Unify: How it works

@ http://lcl.uniromal.it/kb-unify

o Disambiguation



KB-Unify: How it works
@ http://lcl.uniromal.it/kb-unify

o Disambiguation

Two basic intuitions:

|. Among all triples in target knowledge base, some of them (even if
ambiguous) will be easier to disambiguate;

e.g. < Armstrong , works for, NASA )



KB-Unify: How it works
@ http://lcl.uniromal.it/kb-unify

o Disambiguation

Two basic intuitions:

|. Among all triples in target knowledge base, some of them (even if
ambiguous) will be easier to disambiguate;

e.g. < Armstrong , works for, NASA )

2. In general, the disambiguation strategy should vary according to
the degree of specificity of each relation.



KB-Unify: How it works

@5 http://lcl.uniromal.it/kb-unify

o Disambiguation

Group the set of unlinked tripes by relation

For each relation r:

- Extract and disambiguate a subset of high-confidence seed argument
pairs for r;

- Estimate the specificity of r by looking at the distribution of its
disambiguated seeds in the vector space Vg;

- Disambiguate the remaining argument pairs of r with Babelfy either
triple-by-triple (if r is general) or all at once (if 7 is specific).



KB-Unify: How it works
@ http://lcl.uniromal.it/kb-unify

“0° Identifying seed argument pairs

{ Armstrong,

works for,

NASA )



@ http://lcl.uniromal.it/kb-unify

% KB-Unify: How it works

“0° Identifying seed argument pairs

bk

{| Armstrong|,

works for ,
NASA|)
_ argrnax U ’Ug
Vg = 0400 &Ys Ty [ log |




% KB-Unify: How it works

@ http://lcl.uniromal.it/kb-unify

“0° Identifying seed argument pairs

Pk

{| Armstrong|,

works for ,

NASA |)
I; Seed
VvV, — . > — (dis Disambiguation
g Confidence



KB-Unify: How it works

@ http://lcl.uniromal.it/kb-unify

ali Ranking relations by specificity

ke{D G}
Mk = *
le > T [l

VeV,
Domain/Range Centroids

‘ Z 1 — cos (v, ,u;,))
Vi

VEV]

Domain/ Range Variances

2
UL'



KB-Unify: How it works
@ http://lcl.uniromal.it/kb-unify

ali Ranking relations by specificity

High Gen(r) (> 8spec)

1 Gen(r)=
v | ,
ST Y R A
k VeV ' 2

Domain/Range Centroids

. | 5 Specificity
Uﬁ B m Z (1 —cos (v, ) threshold:

" VEVK Sspec

Domain/Range Variances




KB-Unify: How it works

@ http://lcl.uniromal.it/kb-unify

Disambiguation with Relation Context

triple-by-triple
disambiguated ‘\Q disambiguation

seeds (/4 general

fy Babelfy

spec

S 1]

i . i specific
unlinked triples » . specificity

relation-by-relation
III ranking

disambiguation

3



KB-Unify: How it works

@ http://lcl.uniromal.it/kb-unify

A bird’s-eye view

represent each relation in the
unified vector space V¢ and

N .
/\!&4 compare them pairwise

Linked . Inter-Resource

Resources Kp \\N Linking .I_-Hr

i
mwwmm"\

Relation

Redefined

Resources K5 R Eam e

Unlinked

Resources K

Unified

Resource KB™

Disambiguation

)
\/\NWMWMM



KB-Unify: How it works
@ http://lcl.uniromal.it/kb-unify

{1l Relation alignment



KB-Unify: How it works
@ http://lcl.uniromal.it/kb-unify

{1l Relation alignment

For each relation pair ( ri, rj ):

Ti Relations 7"'1

i i Centroids

Yy T
Up Hg Hp HG



KB-Unify: How it works

@ http://lcl.uniromal.it/kb-unify

{1l Relation alignment

For each relation pair ( ri, rj ): Compare domain and range

centroids pairwise:

Relations 7'-']

ri Centroids

T T
He Up HG]

T T'j
N o
ke{D &) HM H Hlu H

Relation Centroid Similarity




KB-Unify: How it works
@ http://lcl.uniromal.it/kb-unify

{1l Relation alignment

Fix a similarity threshold 844

Domain l\
Centroids ]

“rl— Q/O/’lD \ /’lGi Range

T Centroids

1 . :
> (sp+Sg) = baiign?! Align r; and r; and merge them in the same cluster



KB-Unify: How it works
@ http://lcl.uniromal.it/kb-unify

{1l Relation alignment

Fix a similarity threshold 844

Domain ]§ ,u;;i H‘rj | g’/Ci'rj Range
Centroids K} T He Centroids
He
VD x \\/VG

1 .
5 (sp+Sg) < Oqiign! Leave r; and r; in separate clusters



KB-Unify: Experiments

@ http://lcl.uniromal.it/kb-unify

[.3 Evaluation

Experimental setup:

Linked Resources Ky : Unlinked Resources K| :
= W
PATTY WiSeNet } { ~—% NELL ~% ReVerb }
{ & R : = , =
1,631,531 relations 245,935  relations 298 relations 1,299,844 relations

15,802,946 triples 2,271,807  triples 2,245,050 triples 14,728,268  triples



KB-Unify: Experiments

@ http://lcl.uniromal.it/kb-unify

[.4 Disambiguation

Seed Precision: Coverage:
Cais )
spec
1 1 m0.5-0./ m0.8
0.99 m0.7-0.9 077
0.98 0.98 O 05
0.97 m09-1.0 062 0.6 mO0.3
0.960.96 0.52 0.540.53 0.51
0.95 0.95 0.41 045 0.41
0.94 —
0.93
0.25
I I I I I 0.13
PATTY WiSeNet NELL ReVerb

PATTY WiSeNet NELL ReVerb



KB-Unify: Experiments

@ http://lcl.uniromal.it/kb-unify

ETD" Specificity ranking

For each ranked relation compute Gen(r) against the average argument similarity s:



KB-Unify: Experiments

@ http://lcl.uniromal.it/kb-unify

ETD" Specificity ranking

For each ranked relation compute Gen(r) against the average argument similarity s:

tS PATTY t+S  WiseNet

tS ReVerb




KB-Unify: Experiments

@ http://lcl.uniromal.it/kb-unify

ETD" Specificity ranking
For each ranked relation compute Gen(r) against the average argument similarity s:

tS PATTY t+S  WiseNet

tS ReVerb

Gen(r) - iCi?el (r)

X lobe-finned fish lived
duringY

X starting pitcher who
played Y

X restaurant in city Y

Xis forY

X enter Taurus

X located inY X agent createdY  jnY

Xis a type of Y



KB-Unify: Experiments

@ http://lcl.uniromal.it/kb-unify

ETD" Cross-resource relation alighment

Samples of 150 candidate alignments for different alignment thresholds §

align

manually evaluated (in terms of paraphrasing) by two human judges
1 Salign
0.87 07

0.84
mO0.9
0.74 0.75
0.68 0.66 0.7
0.58 0.61 0.59

PATTY PATTY NELL PATTY WiSeNet WiSeNet
WiSeNet ReVerb ReVerb NELL NELL ReVerb



KB-Unify: Experiments

@ http://lcl.uniromal.it/kb-unify

ETD" Cross-resource relation alighment

Some examples:

PATTY-WISENET Calign NELL-PATTY Catign
portrayed ’s character 0.84 worksfor was hired by 0.72
debuted in first appeared in 0.86 riveremptiesintoriver tributary of 0.89
PATTY-REVERB Calign NELL-WISENET Calign
language in is spoken in 0.8l animaleatfood feeds on 0.72
mostly known for plays the role of 0.70 teamhomestadium play their home games at  0.88
NELL-REVERB Calign REVERB-WISENET Calign
bookwriter is a novel by 0.88 has a selection of offers (.82
personleadscity is the mayor of 0.60 had grown up in was born and raised in 0.85




Wrap up and Conclusion



Wrap up and Conclusion

DeflE: A full-fledged OIE pipeline targeted to textual
definitions, with explicit semantic characterization of both
arguments and relation patterns




Wrap up and Conclusion

& DeflE: A full-fledged OIE pipeline targeted to textual
definitions, with explicit semantic characterization of both

arguments and relation patterns

KB-Unify: An approach to knowledge base disambiguation
and unification based on a shared sense inventory and a
sense-based vector space model

S




Wrap up and Conclusion

Take-home message(s):
Web-scale OIE is absolutely great, but...

|. Definitional knowledge is important: sometimes it is worth it to
just step back and analyze from where valuable information is extracted
(quality vs. quantity)

2. Making sense of the output is important: semantic analysis can
be used to let different OIE outputs “speak to each other” and benefit
from mutual enrichment
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e [ JEA L WIKPEDIA HAS A PROBIEM
SPﬁRK PLUG e TRY WAIMNG A FEW MINUTES AND RELOADING
AP B WikireniA (CONT CONTRCT THE DATARASE SERVER:

PO e L L B e e S
P S T Bl asacha e

T oow ERROR, (10.0.0.247))
O Messace wimy Mike 1979

MIKE 1979 T REPLACED MY SPPRK PLUGS AND MIE1979: T REPLACED MY SPPRK PLIGS AND
NOW) MY O°R 1S RUNNING WEIRD. NOW MY O°R 1S RUNNING WEIRD.
ME: THE SPPRK GAP MIGHT GE OFF. ME: WHAT IS A SPARK PLUG 27

ME YOU CAN CHECK WITH A FEELER GAUGE.
MIKE 1979: WHAT SHOULD THE GAP RE?
ME: USUALLY BETWEEN 0.035° AND 0.070°
ME GUT IT DEPENDS ON THE ENGINE.

—— W . N WSy

—

VE: HELP
ME: WHAT IS A CAR??

)

s =

R - ———— Ly W A

WHEN WIKIPEDIA HAS A SERVER OUTAGE, MY APPARENT IQ DROPS BY ABOUT 30 FOINTS,




