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Information Extraction

NA pr oc e s sstrucfuredydata rommmgstructured

information in the texto
(Jurafsky and Martin, 2009)

Nl denti fication of I ngdtances of
relationships in a natural language text, and the extraction of

relevant arguments for that relationshipso
(Grishman, 1997)
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Why?

Machine Reading:

A hereby offer to bet anyone a lobster dinner that by 2015 we will have a
computer program capable of automatically reading at least 80% of the
factual content across the entire English speaking web, and placing those
facts in a structured knowledge base. 0

(T. Mitchell. Reading the Web: A Breakthrough Goal for Al. Al Magazine, 2005)



Information Extraction
What?



Information Extraction

What?

Input: Output:

- large corpus of unstructured text - knowledge base of triples
- set of semantic relations entity , relation, entity

- labelled training data
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Information Extraction

What?
Input: Output:
- large corpus ofinstructured text - knowledge base of triples
—se{—ef—seman%iepela%iens\ entity , relation, entity
- set of semantic relations
unsupervised
learning
-

degree of supervision
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Information Extraction

How?
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Information Extraction

How? |
bootstrapping from
few highprecision

weak
c - seed patterns
ke supervision
S
S
@)
G
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c (Kozareva and Hovy, 2010)
3 O
(Bunescu and Mooney, 2006)
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Information Extraction

How?
use seed patterns to
self build a seHabelled
c . NI
S supervision tralnlng set
©
=
...g (Carlson et al., 2010)
S O
= o
c (Kozareva and Hovy, 2010)
& |
(Bunescu and Mooney, 2006)

degree of supervision



Information Extraction

NELLc Never Ending Language
How? Learning(Carlson et al., 2010)

Web-scaleself-supervised learning
system, running aCMU continuously
24 hours peday

Requires amitial ontology with
categories and relations, each with
10/15 initialseeds

Uses a variety ahethods (including
' human supervisionip extractbeliefs
(Kozareva and Hovy, 2010) from the web

‘ http:// rtw.ml.cmu.edu/rtw
(Bunescu and Mooney, 2006)

semantic information

»
»

degree of supervision



Information Extraction

How?

semantic information

Instead of seeds, use a large —_
knowledge base of examples
(e.qg. Freebase)

distant
supervision

(Hoffmann et al., 2011)

(Riedel et al., 2010)

degree of supervision



Information Extraction

How? . |
no initial set of relations,
Open " no training data at all
Information
Extraction

semantic information

(Fader et al., 2011)

degree of supervision



Information Extraction
HOW? ReVerb(Fader et al., 2011) ,

For each sentence in the corpus:
4 - POS tagging and chunking
- LRSYGATFTe NBEIFGA2Y a0NRAY3
sequence of words wrappingvarb
- Find thenearest NPdo the left and right
- Assign a&onfidenceto the extraction

semantic information

v

degree of supervision



Information Extraction

How? explicit disambiguation, semantic

Semantically ___—analysis of relation strings
iInformed OIE

(Nakashole et al., 2012)
(Moro and Navigli, 2013)

semantic information

(Fader et al., 2011)

degree of supervision



Information Extraction

How?

‘ From patterns tgattern synsetqclusters of
relation phrases thaexpress the same relatipn

semantic information

(Moro and Navigli, 2013)

(Fader et al., 2011)

PATTYNakashole et al., 2012)

Each patterrhassyntactic generalizationand
semantictypesfor its arguments:

<Person> ’'s [ ADJ ] voice * <Song>

Patterns are hierarchically organizedeitaxonomy

degree of supervision

v



Information Extraction

How?

semantic information

(Nakashole et al., 2012)

(Fader et al., 2011)

WiSeNet(Moro and Navigli, 2013)
WikipediabasedSamantic Network: triples in the KB
are determined by Wikipedia hyperlinks

Syntacticallygrounded relational phrases with
Wikipedia categoriess semantic types

Relation synsets built usirspft clusteringtechniques

Natural {techniques to improve,

strengthening the)} Information
Language > W :
P - {is a field of, Retrieval
rocessmg . is an area of,
{is a field of Adversarial is studied in} o
f'g g;’ug;gj ;{5 Information % spiugia:;zes
W Retrieval W\ in)
Computer Software
Science Company

»

»

degree of supervision



(Open) Information Extraction

OlE Ii's great, but é

Sparsity : manyrelation phrasegxpress thesame
relationship(e.g. synonymsparaphrases)

Ambiguity : arguments(and relation phrases)
are ambiguous!
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DeflE : OIE from textual definitions

Claudio Delli Bovi, Luca Telesca and Roberto Navigli.

Large -Scale Information Extraction from Textual Definitions
through Deep Syntactic and Semantic Analysis.

Transactions the Association for Computational Linquisgts, 2015.

SAPIENZA

UNIVERSITA DI ROMA




&] DeflE: OIE from textual definitions

@5 http:/Acl.uniromal.it/defie

The idea:

iInstead of targeting massive and noisy corpora (like
the web) and then trying to find a smart way to cope
with the noise

target smaller but E‘frele¢nse
corpora ofdefinitional knowledge .



ﬁ:] DeflE: OIE from textual definitions

@5 http:/Acl.uniromal.it/defie

The idea:

iInstead of targeting massive and noisy corpora (like
the web) and then trying to find a smart way to cope
with the noise

target small er but E‘frele¢nse“
corpora ofdefinitional knowledge .

Apply OIE techniques to extract as much information y_&
as possible! 2

land



ﬁ:] DeflE: OIE from textual definitions

@ http:/Acl.uniromal.it/defie

The tools:

- An underlyingnventory/knowledge base
(to which arguments and relation patterns will
be connected)

-A WSD/EL system (to disambiguate concepts
and entity mentions across the input text)

- A syntactic parser (to construct meaningful
relation patterns and avoid sparsity)



&] DeflE: OIE from textual definitions

@5 http:/Acl.uniromal.it/defie
/http:// babelnet.org \

The tools:

- An underlyingnventory/knowledge base
(to which arguments and relation patternsz\

be connected)

BabelNet

14 million entries

both lexicographic
andencyclopedic

Qnowledge /




@5 http:/Acl.uniromal.it/defie

The tools:

- A WSD/EL system
and entity mentions across the input text)

[Sambiguate concepts unified grapkbased

&] DeflE: OIE from textual definitions

/ http:// babelfy.org \

fy

Babelfy

approach toEL and
WSD

unsupervised, baseo

Kon BabelNet /



&] DeflE: OIE from textual definitions

@5 http:/Acl.uniromal.it/defie

The tOOIS qp://svn.ask.it.usyd.edu.au\

trac/candc

log-linear parser and
supertagger based or
CCG

(theoretically) suited
to long-distance

- A syntactic parser onstruct meaningful dependencies
relation patterns and avoid sparsity) \ /




el DeflE: How it works

@5 http:/Acl.uniromal.it/defie

1. Extracting relation instances

a! G2Y 1 SINI az20KSNJ Aa 0KS FTATOK
album by English band Pink Flay&l

Textual definitior™



el DeflE: How

It works

@5 http:/Acl.uniromal.it/defie

1. Extracting relation instances

album by English band Pink Flay&l

~N

AtomHeart Mothery,

Sense mappingfm

Disambiguation  [atom Heart Motheris the fifth

/Ialbum| by
f

English, band p, Pink Floyd,

albumy,

English|band|Pink Floyd|
\



el DeflE: How it works

@5 http:/Acl.uniromal.it/defie

1. Extracting relation instances

album by Enghsh band Pink Fldygl

Atom Heart{r&ther bn | SyntactieSemantic

R IAtom Heart Mother]is the fifth Graphy
/Ialbum| by [English{band|Pink Floyd|
~ \

albumy,

English, band p, Pink Floyd,
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Extraction 1

el DeflE: How it works

@5 http:/Acl.uniromal.it/defie

1. Extracting relation instances

X = is —albuml —by —Y

41 X = Atom Heart Mother;
Y = Pink Floydgn




Extraction 2

Extraction 1

el DeflE: How it works

@5 http:/Acl.uniromal.it/defie

1. Extracting relation instances

X 3 is Y

{ X = Atom Heart Mother},
Y = albumgn

X = is —albuml —by —Y

41 X = Atom Heart Mother;
Y = Pink Floyd;,




el DeflE: How it works

@5 http:/Acl.uniromal.it/defie

2. Relation typing and scoring



el DeflE: How it works

@ http:/Acl.uniromal.it/defie

2. Relation typing and scoring

For each relationY:

Substitute each domain and range argument withyfsernym |(using
the BabelNet taxonomy) and generatg@ababllity distribution over
semantic types for the two sets



el DeflE: How it works

@ http:/Acl.uniromal.it/defie

2. Relation typing and scoring

For each relationY:

Substitute each domain and range argument withyfsernym |(using
the BabelNet taxonomy) and generatg@ababllity distribution over
semantic types for the two sets

n
Compute theentropy of 'Yas Hp = — Zp(h’i) logs p(h;)
i—1



el DeflE: How it works

@5 http:/Acl.uniromal.it/defie

2. Relation typing and scoring

For each relationY: Total number of
extracted instances
Compute thescore of 'Y as / for"Y

B SR
score(R) = (Hr + 1) length(r)

Domain and range/ \ Length of the

entropy ofY relation pattern of Y




el DeflE: How it works

@5 http:/Acl.uniromal.it/defie

2. Relation typing and scoring

Pattern Score | Entropy

X directed by Y 4 025.80 1.74

X known for Y 2 590.70 3.65
Xiselection district; of Y 110.49 0.83
X is composer}m fromY 39.92 2.08

X is street}m named after Y 1.91 2.24
Xisvillage; foundedin 1912inY 0.91 0.18
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el DeflE: How it works

@5 http:/Acl.uniromal.it/defie

3. Relation taxonomization

Cj

creations,
H(c;) | workof artj,

album%n

COo—Caie )y —Gp
album
Ci

Hypernym Generalization



el DeflE: How it works

@5 http:/Acl.uniromal.it/defie

3. Relation taxonomization

Ci

creations,
H(c;) | workof artj,

album%n

album

Ci

Hypernym Generalization Substring Generalization



&] DeflE: Results

@5 http:/Acl.uniromal.it/defie

Dataset:
whole set of English textual definitions in BabelNet 2.5

4 357 327 items from5 different sources (Wikipedia,
WordNet, Wikidata, Wiktionary, OmegaWiki)

BabelNet



ﬁ:] DeflE: Results

# Relations
Avg. extractions
# Extractions

# Entities

# Edgesn the
taxonomy

DeflE

255 881
81.68
20 352 903
2 398 982

44 412

@ http:/Acl.uniromal.it/defie

NELL
298

7 013.03
2 089 883

1996 021

PATTY ReVerb

1631531 664 746
9.68 22.16
15802946 14 728 268
1087907 3327 425

20 339 -

WiSeNet

245 935
9.24
2271807

1 636 307



ﬁ:] DeflE: Results

@5 http:/Acl.uniromal.it/defie

Other evaluations:

- Precision andcoverage of relations

- Novelty of information

- Quality of relationtaxonomization

- Quality ofentity linking/disambiguation

- Impact of definition sources



&] DeflE: Results

Other evaluations:

@5 http:/Acl.uniromal.it/defie

Precision andcoverage of relations
Novelty of information

Quality of relationtaxonomization
Quality ofentity linking/disambiguation

Impact of definition sources

T

Data and output soon
available for download

on the website!

DDDDDD
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KBUnNIfy : KB disambiguation and unification

Claudio Delli Bovil.uis EspinosAnke and Roberto Navigli.

Knowledge Base Unification via Sense Embeddings and Disambiguation '
Proceedings of the 2015 Conference on Empirical Methods in Natural Langua¢=
Processii&MNLP), pages 738636, Lisbon, Portugal, 171 September 2015 1)

XA SAPIENZA

AU/  UNIVERSITA DI ROMA

o C

NIVERSITAT
OMPEU FABRA



KB-Unify: Knowledge base unification via
% sense embeddings and disambiguation

@ http://lcl.uniromal.it/kkunify

The i1dea:
A W Armstrong, has worked at \¥/ NASA
PATTY ~ 2 \y/
> =
WiseNet Pimﬁ/
Open Information Linked Resources
Extraction system Armstrong , works for , NASA

NELL : ~ :
ReVerb > ;é ‘

Unlinked Resources



KB-Unify: Knowledge base unification via
% sense embeddings and disambiguation

&

D http://lcl.uniromal.it/kkunify

The idea: Armstrong, f,,... . B3 NASA

A

PATTY r o W/ ={ has worked at,
WiseNet ﬁ works for ,
E! employed at,
Open Information Linked Resources X Y

Extraction system

NELL

ReVerb > g;j

Unified Resource

Unlinked Resources



KB-Unify: Knowledge base unification via
% sense embeddings and disambiguation

@ http://lcl.uniromal.it/kkunify

The tools:

-A WSD/EL system (to disambiguate unlinked
resources)

- A unifiedsense inventory S (to make the
vari ous resources ospeak to each

- A unifiedvector spaceV ¢ (to associate a
vector with each item o6)



KB-Unify: Knowledge base unification via
% sense embeddings and disambiguation

@ http://lcl.uniromal.it/kkunify

The tools:
-A WSD/EL system (to disambiguate unlinked Babelfy

resources)

- A unifiedsense inventory S (to make the
vari ous resources o0ospe

Babelnet
t o each

- A unifiedvector spaceV ¢ (to associate a
vector with each item o6)



