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Information Extraction

ñA process of getting structured data from unstructured 

information in the textò
(Jurafsky and Martin, 2009)

ñIdentification of instances of a particular class of 

relationships in a natural language text, and the extraction of 

relevant arguments for that relationshipsò
(Grishman, 1997)
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Information Extraction

Why?

ñI hereby offer to bet anyone a lobster dinner that by 2015 we will have a 

computer program capable of automatically reading at least 80% of the 

factual content across the entire English speaking web, and placing those 

facts in a structured knowledge base.ò

(T. Mitchell. Reading the Web: A Breakthrough Goal for AI. AI Magazine, 2005)

Machine Reading:
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Information Extraction

What?

Input:

- large corpus of unstructured text

- set of semantic relations

Output:

- knowledge base of triples

entity , relation, entity

- set of semantic relations

degree of supervision

unsupervised

learning
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weak 

supervision

(Zhao and Grishman, 2005)

bootstrapping from 

few high-precision 

seed patterns

(Bunescu and Mooney, 2006)

(Kozareva and Hovy, 2010)

How?
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use seed patterns to 

build a self-labelled 

training set

(Zhao and Grishman, 2005)

(Bunescu and Mooney, 2006)

(Kozareva and Hovy, 2010)

NELL ςNever Ending Language 
Learning(Carlson et al., 2010)

Web-scale self-supervised learning
system, running at CMU continuously 
24 hours per day

Requires an initial ontology with 
categories and relations, each with 
10/15 initial seeds

Uses a variety of methods (including 
human supervision) to extract beliefs
from the web

http:// rtw.ml.cmu.edu/rtw
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(Riedel et al., 2010)

(Hoffmann et al., 2011)

distant 

supervision
instead of seeds, use a large 

knowledge base of examples 

(e.g. Freebase)

(Carlson et al., 2010)

How?

(Zhao and Grishman, 2005)

(Bunescu and Mooney, 2006)

(Kozareva and Hovy, 2010)
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Open 

Information 

Extraction

(Fader et al., 2011)

no initial set of relations,

no training data at all 

How?

(Riedel et al., 2010)

(Hoffmann et al., 2011)

(Zhao and Grishman, 2005)

(Bunescu and Mooney, 2006)

(Kozareva and Hovy, 2010)
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ReVerb(Fader et al., 2011)

For each sentence in the corpus:
- POS tagging and chunking
- LŘŜƴǘƛŦȅ ǊŜƭŀǘƛƻƴ ǎǘǊƛƴƎ ŀǎ άǿŜƭƭ ŦƻǊƳŜŘέ 

sequence of words wrapping a verb
- Find the nearest NPsto the left and right
- Assign a confidenceto the extraction
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(Carlson et al., 2010) (Riedel et al., 2010)

(Hoffmann et al., 2011)

(Fader et al., 2011)

How?

(Nakashole et al., 2012)

(Moro and Navigli, 2013)

explicit disambiguation, semantic 

analysis of relation stringsSemantically -

informed OIE

(Zhao and Grishman, 2005)

(Bunescu and Mooney, 2006)

(Kozareva and Hovy, 2010)



Information Extraction

degree of supervision

s
e

m
a

n
ti
c
 i
n

fo
rm

a
ti
o

n

(Carlson et al., 2010) (Riedel et al., 2010)

(Hoffmann et al., 2011)

(Fader et al., 2011)

How?

(Moro and Navigli, 2013)

(Zhao and Grishman, 2005)

(Bunescu and Mooney, 2006)

(Kozareva and Hovy, 2010)

PATTY (Nakashole et al., 2012)

From patterns to pattern synsets(clusters of 
relation phrases that express the same relation)

Each pattern has syntactic generalizationsand 
semantic types for its arguments:

Patterns are hierarchically organized in a taxonomy
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(Carlson et al., 2010) (Riedel et al., 2010)

(Hoffmann et al., 2011)

(Fader et al., 2011)

How?

(Zhao and Grishman, 2005)

(Bunescu and Mooney, 2006)

(Kozareva and Hovy, 2010)

WiSeNet (Moro and Navigli, 2013)

Wikipedia-based Semantic Network: triples in the KB 
are determined by Wikipedia hyperlinks

Syntactically-grounded relational phrases with 
Wikipedia categoriesas semantic types

Relation synsets built using soft clusteringtechniques
(Nakashole et al., 2012)



(Open) Information Extraction

OIE is great, buté

Sparsity :  many relation phrases express the same 
relationship (e.g. synonyms, paraphrases)

Ambiguity :  arguments (and relation phrases) 
are ambiguous!
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DefIE : OIE from textual definitions

KBUnify : KB disambiguation and unification
Delli Bovi, Espinosa-Anke, Navigli: EMNLP 2015

Claudio Delli Bovi, Luca Telesca and Roberto Navigli.

Large -Scale Information Extraction from Textual Definitions 

through Deep Syntactic and Semantic Analysis.

Transactions of the Association for Computational Linguistics(TACL), 2015.
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http://lcl.uniroma1.it/defie
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The idea:

instead of targeting massive and noisy corpora (like 

the web) and then trying to find a smart way to cope 

with the noise

target smaller but òdenseró (and virtually noise-free) 

corpora of definitional knowledge . 

Apply OIE techniques to extract as much information 

as possible!

http://lcl.uniroma1.it/defie
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- An underlying inventory/knowledge base

(to which arguments and relation patterns will  

be connected)

- A WSD/EL system (to disambiguate concepts 

and entity mentions across the input text)

- A syntactic parser (to construct meaningful 

relation patterns and avoid sparsity)
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The tools:

http://lcl.uniroma1.it/defie

unified graph-based 

approach to EL and 

WSD

unsupervised, based 

on BabelNet

- An underlying inventory/knowledge base

(to which arguments and relation patterns will  

be connected)

- A WSD/EL system (to disambiguate concepts 

and entity mentions across the input text)

- A syntactic parser (to construct meaningful 

relation patterns and avoid sparsity)

http:// babelfy.org



DefIE: OIE from textual definitions

The tools:

http://lcl.uniroma1.it/defie

log-linear parser and 

supertagger based on 

CCG

(theoretically) suited 

to long-distance 

dependencies

- An underlying inventory/knowledge base

(to which arguments and relation patterns will  

be connected)

- A WSD/EL system (to disambiguate concepts 

and entity mentions across the input text)

- A syntactic parser (to construct meaningful 

relation patterns and avoid sparsity)

http://svn.ask.it.usyd.edu.au/
trac/candc
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ά!ǘƻƳ IŜŀǊǘ aƻǘƘŜǊ ƛǎ ǘƘŜ ŦƛŦǘƘ 
album by English band Pink FloydΦέ

Textual definition ▀

1. Extracting relation instances
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ά!ǘƻƳ IŜŀǊǘ aƻǘƘŜǊ ƛǎ ǘƘŜ ŦƛŦǘƘ 
album by English band Pink FloydΦέ

Parsing

Disambiguation

Dependency graph ╖▀

Sense mappings ╢▀

1. Extracting relation instances
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ά!ǘƻƳ IŜŀǊǘ aƻǘƘŜǊ ƛǎ ǘƘŜ ŦƛŦǘƘ 
album by English band Pink FloydΦέ

Syntactic-Semantic 
Graph ╖

1. Extracting relation instances
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Substitute each domain and range argument with its hypernym ▐(using 

the BabelNet taxonomy) and generate a probability distribution over 

semantic types for the two sets

For each relation Ὑ:
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2. Relation typing and scoring

Substitute each domain and range argument with its hypernym ▐(using 

the BabelNet taxonomy) and generate a probability distribution over 

semantic types for the two sets

For each relation Ὑ:

Compute the entropy of Ὑas



DefIE: How it works
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2. Relation typing and scoring

For each relation Ὑ:

Compute the score of Ὑas

Total number of 
extracted instances 

for Ὑ

Length of the 
relation pattern of Ὑ

Domain and range 
entropy of Ὑ
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DefIE: How it works
http://lcl.uniroma1.it/defie

3. Relation taxonomization

Hypernym Generalization Substring Generalization



DefIE: Results
http://lcl.uniroma1.it/defie

Dataset:

whole set of English textual definitions in BabelNet 2.5

4 357 327 items from 5 different sources (Wikipedia, 

WordNet, Wikidata, Wiktionary, OmegaWiki)
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DefIE NELL PATTY ReVerb WiSeNet

# Relations 255 881 298 1 631 531 664 746 245 935

Avg. extractions 81.68 7 013.03 9.68 22.16 9.24

# Extractions 20 352 903 2 089 883 15 802 946 14 728 268 2 271 807

# Entities 2 398 982 1 996 021 1 087 907 3 327 425 1 636 307

# Edgesin the 
taxonomy

44 412 - 20 339 - -
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Other evaluations:

- Precision and coverage of relations

- Novelty of information 

- Quality of relation taxonomization

- Quality of entity linking/disambiguation

- Impact of definition sources

é



DefIE: Results
http://lcl.uniroma1.it/defie

Other evaluations:

- Precision and coverage of relations

- Novelty of information 

- Quality of relation taxonomization

- Quality of entity linking/disambiguation

- Impact of definition sources

é

Data and output soon 

available for download

on the website!
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Processing (EMNLP), pages 726ð736, Lisbon, Portugal, 17-21 September 2015.
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KB-Unify: Knowledge base unification via 
sense embeddings and disambiguation

http://lcl.uniroma1.it/kb-unify

The idea:

Open Information 

Extraction system

PATTY
WiseNet
...

NELL
ReVerb
...

Linked Resources

Unl inked Resources

Unified Resource

Armstrong, rwork ,       NASA 

rwork = {   has worked at , 
works for , 
employed at, 
Χ   ϒ



KB-Unify: Knowledge base unification via 
sense embeddings and disambiguation

http://lcl.uniroma1.it/kb-unify

The tools:

- A WSD/EL system (to disambiguate unlinked 

resources)

- A unified sense inventory S (to make the 

various resources òspeak to each otheró)

- A unified vector space V S (to associate a 

vector with each item of S)



KB-Unify: Knowledge base unification via 
sense embeddings and disambiguation

http://lcl.uniroma1.it/kb-unify

The tools:

- A WSD/EL system (to disambiguate unlinked 

resources)

- A unified sense inventory S (to make the 

various resources òspeak to each otheró)

- A unified vector space V S (to associate a 

vector with each item of S)

Babelfy

Babelnet


