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Computing

IQ)J Linguistic Computing Laboratory (LCL)

@ Sapienza University of Rome

. Part of the Computer Science Department of
Sapienza, focused on Natural Language Processing

7 erc
. Some projects we have been involved in: -
- Multi)EDI (1.3M €): ERC Starting Grant Multijedi. |
- LIDER (1.5 M €): EU CSA Mulider

- Google Focused Research Award (300k $) Googl

. sed Research Awards



@ http://multijedi.org/

M l T .
ultijedi.
Multilingual joint word sense disambiguation

Project

MUltiJEDI is a 5-year ERC Starting Grant (2011-2016) headed by Prof. Roberto Navigli at
the Linguistic Computing Laboratory of the Sapienza University of Rome. The project has
two main objectives: creating large-scale lexical resources for dozens of languages,
and enabling multilingual text understanding. The project has received funding from the
European Union's specific programme ‘ldeas’ implementing the seventh framework

programme (FP7-IDEAS-ERC) under grant agreement no. 259234.
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IBabelNet

. To the best of our knowledge, the largest multilingual
encyclopedic dictionary and semantic network (almost

14M entries in 271 languages and 380M semantic
connections)

. Initially created as an integration of Wikipedia and WordNet,
now BabelNet is a merger of many different resources
(Wiktionary, Wikidata, OmegaWiki, VerbNet, ImageNet, ...)
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Machine Translation




IBabelNet

. The integration is performed via an automatic linking

algorithm and by filling in lexical gaps with the aid of
Machine Translation

. BabelNet is composed of Babel Synsets, concepts or

entities lexicalized ("WordNet-style”) in many languages
and featuring:

. is-arelations . images and definitions
. domain and categories . translations




mac hine translation

cognitive science

neural network

neural net

robotics

CHANGE VIEW
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BabelNet and friends

Babelfy
A graph-based algorithm for multilingual joint Word Sense

Disambiguation and Entity Linking, based on BabelNet

The Wikipedia Bitaxonomy
WIEl  Aniterative algorithm for the automatic creation of a
“bitaxonomy’ for Wikipedia pages and categories

... ahd much more!



& BabelNet and my research

. BabelNet (especially in its early stages) was conceived as a
lexico-semantic resource more than an actual knowledge base:

- semantic connections are mostly lexical relations from WordNet or
unspecified “relatedness edges” derived from Wikipedia hyperlinks
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BabelNet and my research

. BabelNet (especially in its early stages) was conceived as a
lexico-semantic resource more than an actual knowledge base:

- semantic connections are mostly lexical relations from WordNet or
unspecified “relatedness edges” derived from Wikipedia hyperlinks

. Construct from BabelNet a proper knowledge base with labeled
relations (X is aloum by Y, X worked at 'V, ...)

. Use Open Information Extraction!




(Open) Information Extraction

OIE is great, but...

I'M A HUGE

Sparsity: many relation phrases express the L Fan
same relationship (e.g. synonyms, paraphrases)

Ambiguity: arguments (and relation
phrases) are ambiguous!
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é DeflE: OIE from textual definitions

The idea:

instead of targeting massive and noisy corpora (like
the web) and then trying to find a smart way to cope

with the noise

target smaller but “denser” (and virtually noise-free) )
corpora of definitional knowledge. N,



é DeflE: OIE from textual definitions

The idea:

instead of targeting massive and noisy corpora (like
the web) and then trying to find a smart way to cope
with the noise

target smaller but “denser” (and virtually noise-free) |
corpora of definitional knowledge. N,

Apply OIE techniques to extract as much information
as possible!



& DeflE: OIE from textual definitions

The tools:

- An underlying inventory/knowledge base (to
which arguments and relation patterns will be
connected)

- AWSD/EL system (to disambiguate concepts
and entity mentions across the input text)

- A syntactic parser (to construct meaningful
relation patterns and avoid sparsity)



& DeflE: OIE from textual definitions
/ http://babelnet.org \

The tools:

- An underlying inventory/knowledge base (to
which arguments and relation patterns will be™
connected)

BabelNet

14 million entries

both lexicographic
and encyclopedic

knowledge
o _/




& DeflE: OIE from textual definitions
/ http://babelfy.org \

fy

The tools:

/ Babelfy
- AWSD/EL system (todisambiguate concepts | ... araph-based

and entity mentions across the input text) approach to EL and
WSD

unsupervised, based

@ BabelNet /




é DeflE: OIE from textual definitions

The tOOlS: /hﬂp://svn.ask.it.usyd.edu.au/\

trac/candc

log-linear parser and
supertagger based
on CCG

(theoretically) suited
to long-distance

- A syntactic parser onstruct meaningful _
; . . dependencies
relation patterns and avoid sparsity) \ /
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1. Extracting relation instances

“Atom Heart Mother is the fifth
album by English band Pink Floyd.”

Textual definition d



EE) DeflE: How it works

1. Extracting relation instances

Dependency

Parsing eraph G,

“Atom Heart Mother is the fifth
album by English band Pink Floyd.”

@

.1 2w [
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Disambiguation Atom Heart Mother is the fifth | \
> album by English band Pink Floyd  secnse

# bn:00002488n ; ' : |
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€5 DeflE: How it works
Syntactic-Semantic

1. Extracting relation instances Graph § sem

@08 bn:00002488n
“Atom Heart Mother is the fifth

& 7oq
E
album by English band Pink Floyd.” f";;‘z';i‘;g’;’
&
o 00 '
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Atom Heart Mother is the fifth \
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EE) DeflE: How it works

1. Extracting relation instances

Atom Heart O
Mother
bn:02070902n album
bn:00002488n
& %

Pink Floyd
bn:03292767n
S, %
English band
bn:00102248a bn:00008280n
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EE) DeflE: How it works

1. Extracting relation instances

Atom Heart

Mother
bn:02070902n

OO/))O
album
o bn:00002488n
€ %

<

X —is— album — by —Y

. English band
bn:00002488n
1 X

Y

Atom Heart Mother 02070002
Pink FlOYd bn:03292767n
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Extraction 2

Extraction 1

€5 DeflE: How it works

1. Extracting relation instances
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€5 DeflE: How it works

1. Extracting relation instances

(Atom Heart Mother, album)
: (Pink Floyd, band)
R: X—is—=Y - |

(Seattle, city)

(Atom Heart Mother, Pink Floyd)
(Mutter, Rammstein)

R: X—is— album —by—-Y »

bn:00002488n
(Can’t Get Enough, Barry White)



€5 DeflE: How it works

1. Extracting relation instances

(Atom Heart Mother, album)

' (Pink Floyd, band)
R: X—is—Y » "
1 :
f \ (Seattle, city)
Domain Range

\ (Atom Heart Mother, Pink Floyd)

(Mutter, Rammstein)
R: X—is— album — by —-Y »

bn:00002488n
(Can’t Get Enough, Barry White)
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€5 DeflE: How it works

2. Relation typing and scoring

For each relation R:

Substitute each domain and range argument with its

hypernym h (using the BabelNet taxonomy) and generate a
probability distribution over semantic types for the two sets

Compute the entropy of Ras Hp = — Zp(hi) log2 p(hi)
i=1



€5 DeflE: How it works

2. Relation typing and scoring

For each relation R: Total number of
extracted instances

Compute the score of R as forR

score(R) = Skl

(Hr + 1) length(r)

Domain and range / Length of the
entropy of R relation pattern of R




€5 DeflE: How it works

2. Relation typing and scoring

Pattern Score | Entropy

X directed by Y 4 025.80 1.74

X known for Y 2 590.70 3.65
Xiselection district%n of Y 110.49 0.83
X is composer%n fromY 39.92 2.08

X is streettlm named after Y 1.91 2.24
Xisvillagej foundedin 1912inY 0.91 0.18
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€5 DeflE: How it works

3. Relation taxonomization

Cj

creation
H(Ci) work of art

album
:

Studi
O—CGiey—Go

Ci

Hypernym generalization Substring generalization



eE) DeflE: Setup

Dataset:
whole set of English textual definitions in BabelNet 2.5

4 357 327 items from 5 different sources (Wikipedia, N
WordNet, Wikidata, Wiktionary, OmegaWiki)

BabelNet

f@ Atom Heart Mother «» - Lulubelle Il ©=» - The Cow Album =)

Atom Heart Mother is the fifth studio album by the English progressive rock band Pink Floyd. =
S R oo @ Syd Barrett < - Syd Barett « - Syd barratt « - Barrett, Syd « - BI5 <

W 1970 album by Pink Floyd. =

\ il Album by Pink Floyd « Roger Keith "Syd" Barrett was an English musician, composer, singer, songwriter and painter. <)
S 9
W/ The late British singer and musician, formerly of Pink Floyd =

K.))) Syd Barrett, born Roger Keith Barreti, was an English singer, songwriter, guitarist and artist. = J




€E) DeflE: Results

# Relations

Avg. extractions

# Extractions

# Entities

# Edges in the
taxonomy

DeflE
255 881

81.68

20352903 2089883

2398 982

44 412

NELL
298

7 013.03

1996 021

PATTY
1631531

9.68
15802 946
1087907

20 339

ReVerb

664 746
2216
14728 268

3327 425

WiSeNet
245935

9.24
2271807

1636 307



€E) DeflE: Results

Other evaluations:

- Precision and coverage of relations

- Novelty of information

- Quality of relation taxonomization

- Quality of entity linking/disambiguation

- Impact of definition sources



é DeflE: Future work

Where from here?

- Relation clustering (as in PATTY and WiSeNet)
- Multilinguality

- Relational learning and KB completion

- Harvest definitions from the web

- Adapt to “general” text



Outline

% KBUnify: KB disambiguation and unification

Delli Bovi, Espinosa-Anke, Navigli: EMNLP 2015



% KB-Unify: Knowledge base unification via
sense embeddings and disambiguation

The idea: A

F 2 \Yf { W Ammstrong, has worked at, \X/ NASA )
PATTY ) > ' ‘
WiseNet g j g’

Linked Resources
Extraction system

- - Armstrong, works for, NASA
NELL | | | | ( Ly )
ReVerb » | | ; -

Unlinked Resources

Open Information




% KB-Unify: Knowledge base unification via

The idea:

PATTY

sense embeddings and disambiguation

T

WiseNet

Open Information
Extraction system

NELL
ReVerb

( B3 Armstrong, ryon, F3 NASA)

Linked Resources Fwork ={ has worked at,

works for ,

employed at,

Unlinked Resources



% KB-Unify: Knowledge base unification via
sense embeddings and disambiguation

The tools:

- AWSD/EL system (to disambiguate unlinked
resources)

- A unified sense inventory S (to make the
various resources “‘speak to each other’)

- A unified vector space V, (to associate a
vector with each item of S)
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The tools:

- AWSD/EL system (to disambiguate unlinked fy ' Babelfy
resources)

- A unified sense inventory S (to make the Babelnet
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- A unified vector space V, (to associate a
vector with each item of S)



% KB-Unify: Knowledge base unification via

The tools:

- AWSD/EL system (to disambiguate unlinked
resources)

- A unified sense inventory S (to make the
various resources “‘speak to each other’)

- A unified vector space V. (to associate a
vector with each item of S)

sense embeddings and disambiguation

/SensEmbed \

(lacobacci et al,,
2015)

Sense-based
embedding model

Popular word2vec
architecture (skip-
gram) trained on a
sense-annotated

Qorpus /



&, KB-Unify: How it works

A bird’s-eye view




&, KB-Unify: How it works

A bird’'s-eye view |
use BabelNet mappings to

/\ @ redefine each linked resource

Linked Inter-Resource
A

Resources Kp Linking

\ \_ Kp, '_ Kb Redefined

Resources I

lKDI KD2 KUI' KU2
Unlinked
Resources K € / disambiguate each unlinked
|( K\ y ™= resource using BabelNet as
L G Piguacion sense inventory (more on this

later!)
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o~ Disambiguation

Two basic intuitions:

1.  Among all triples in target knowledge base, some of them
(even if ambiguous) will be easier to disambiguate

e.g. ( Armstrong , works for, NASA )



‘&, KB-Unify: How it works

o~ Disambiguation

Two basic intuitions:

1.  Among all triples in target knowledge base, some of them
(even if ambiguous) will be easier to disambiguate

e.g. ( Armstrong , works for, NASA )

2. In general, the disambiguation strategy should vary according
to the degree of specificity of each relation



‘&, KB-Unify: How it works

o~ Disambiguation

Group the set of unlinked triples by relation

For each relationr:

. Extract and disambiguate a subset of high-confidence seed
argument pairs for r ;

. Estimate the specificity of r by looking at the distribution of its
disambiguated seeds in the vector space V;

. Disambiguate the remaining argument pairs of r with Babelfy
either triple-by-triple (if r is general) or all at once (if r is specific).



&, KB-Unify: How it works

% Identifying seed argument pairs

Vd

£

works for,

NASA |)

™
Vg

(| Armstrong]|,

SENSEMBED



% Identifying seed argument pairs

Vd

£

works for,

NASA |)

™
Vg

(| Armstrong]|,

&, KB-Unify: How it works

SENSEMBED

argmax  vq -

Ug

 UgEV4, Vg€V, H’Ud”

HUQH



% Identifying seed argument pairs

Vd

£

works for,

NASA |)

™
Vg

(| Armstrong]|,

{ va

&, KB-Unify: How it works

SENSEMBED

Seed
Disambiguation
Confidence

~

J




&, KB-Unify: How it works

ali Ranking relations by specificity

1 (0
R p— . ke{D.,G}
ok
Vi ] 2 Iv]

VEV]

Domain/Range
Centroids

. 1
ok = — ) (L—cos (v, up))’
|Vk|w€vh

Domain/Range
Variances



&, KB-Unify: How it works

ali Ranking relations by specificity

High Gen(r)
Z  ke{D,gy Gen(r)= P
]| op + ¢ e s R

lEVL 5 VD i o > V@3
Domain/Range >
Centroids Low Gen(r)

Specificity

Z (1 — COS U ,u,g)) thareshold: | R ks

Domain/ Range

Variances



&, KB-Unify: How it works

Disambiguation with Relation Context

*—o : :

4 bicuated e—e triple-by-triple

ISamBiguated oo oo disambiguation
seeds general

| I 5Spec B Babelfy
_ . P specific
unlinked triples iii SPeciticity relation-by-relation
ranking disambiguation



&, KB-Unify: How it works

A bird’S'eye view represent each relation in the

unified vector space V¢ and

/\ @ compare them pairwise

Linked " Inter-Resource D
Resources Kp . Linking
| | Relation o,

; |, 
Redefined - Alignment

Resources K>

Unlinked

Resources K

.r'; 1 / X
Ky |:u> [

Unified

Disambiguation " Resource KB




&, KB-Unify: How it works

{t} Relation alignment



&, KB-Unify: How it works

{t} Relation alignment

For each relation pair (ri , T ):

Ti Relations

g g

ri T Centroids rj rj
“D Iu(; HU D MG



{t} Relation alignment

For each relation pair (ri , T ):

Ti Relations T]
ri T Centroids rj rj
luD IuG HU D MG

&, KB-Unify: How it works

Compare domain and range
centroids pairwise:

Th |, 500
o, — Mk "k
ke {D,G) Hlu H H/u H

Relation Centroid Similarity




&, KB-Unify: How it works

{t} Relation alignment

Fix a similarity threshold §4;gn:

‘r" W
. : "F i
Domain e Hp | He % Range
Centroids \ Hp r; Centroids
i' = 1 e
l_x CS f//_/‘ 11_-“5-“. : HG /‘I;
V_D R ‘-=4’/ “.E_""'---.____L___J// v

1 : ;
= (Sp+S6) = Oalign?! Align r; and r; and merge them in the same cluster



&, KB-Unify: How it works

{t} Relation alignment

Fix a similarity threshold 04;ign:
. *.- ‘ |
Domain | ﬂ?’i rj Ll : Range
Centroids ]1 7 ,u D | ' Centroids

1 ;
5 (Sp+S6) < Oaiign? Leave r; and rj in separate clusters




&, KB-Unify: Experiments

[L3 Evaluation

Experimental setup:

Linked Resources Kp . Unlinked Resources Ky
~ W, |
{ Et PATTY ) El WISENET } { El; NELL ) Et REVERB }
1,631,531 relations 245,935 relations 298 relations 1,299,844 relations

15,802,946 triples 2,271,807  triples 2,245,050 triples 14,728,268 triples



0.98 0.98

PATTY

& KB-Unify:

[L5 Disambiguation

Seed Precision:

1
0.99
0.95 |

WiSeNet

Experiments

Cciis
m05-0.7
m0.7-0.9

m09-1.0

0.95
0.94
0.93 I

ReVerb

0.62

0.52

I041

PATTY

Coverage:
0.77
0.6
0.540,53 0.51
I I 0.45
WiSeNet NELL

551?3::
mO0.8

W05
mO0.3

0.41

0.25

0.13

ReVerb
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|'_E." Specificity ranking

For each ranked relation compute Gen(r) against the average argument similarity s:
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|'_E." Specificity ranking

For each ranked relation compute Gen(r) against the average argument similarity s:

+S PATTY +S WiSeNet tS NELL tS ReVerb




|'_E." Specificity ranking

&, KB-Unify: Experiments

For each ranked relation compute Gen(r) against the average argument similarity s:

Gén ;)

X starting pitcher who

layedY
o X located inY

+S WiSeNet

Gen|(r)
X lobe-finned fish lived
duringY

Xis a type of Y

X restaurant in city Y

X agent created Y

B

'S ReVerb

Xis forY

X enter Taurus
inY



&, KB-Unify: Experiments

[ Cross-resource relation alignment

Samples of 150 candidate alignments for different alignment thresholds 6,
manually evaluated (in terms of paraphrasing) by two human judges

1 6a.lign
0.87 0.7
0.84
0.8 m0.9
0.74 0.75
0.7
0.68 0.66
0.58 S0l 0.59

PATTY PATTY NELL PATTY WiSeNet WiSeNet
WiSeNet ReVerb ReVerb NELL NELL ReVerb



&, KB-Unify: Experiments

[t Cross-resource relation alignment

Some examples:

PATTY-WISENET Cliizis NELL-PATTY Calign
portrayed s character 0.84 worksfor was hired by 0.72
debuted in first appeared in 0.86 riveremptiesintoriver tributary of 0.89
PATTY-REVERB Catign NELL-WISENET Calion
language in is spoken in 0.81 animaleat food feeds on 0.72
mostly known for plays the role of 0.70 teamhomestadium play their home games at  0.88
NELL-REVERB Calign REVERB-WISENET Calign
bookwriter is a novel by 0.88 has a selection of offers 0.82
personleadscity is the mayor of 0.60 had grown up in was born and raised in  0.85




&, KB-Unify: Future work

Where from here?

- Less “naive” relation alighment procedure

- lterative algorithm for disambiguation and alignment
(EM-style)

- Unify OIE-based KBs with hand-curated resources
(Wikidata, DBpedia, etc.)



Wrap up and Conclusion
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arguments and relation patterns




Wrap up and Conclusion

& DeflE: A full-fledged OIE pipeline targeted to textual
definitions, with explicit semantic characterization of both

arguments and relation patterns

% KB-Unify: An approach to knowledge base disambiguation
and unification based on a shared sense inventory and a

sense-based vector space model
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Web-scale OIE is absolutely great, but...
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stepping back and analyze from where valuable information is
extracted (quality vs. quantity)



Wrap up and Conclusion

Take-home message(s):
Web-scale OIE is absolutely great, but...

1. Definitional knowledge is important: sometimes it is worth just
stepping back and analyze from where valuable information is
extracted (quality vs. quantity)

2. Making sense of the output is important: semantic analysis can be
used to let different OIE outputs “speak to each other” and benefit
from mutual enrichment



Thank you!

(GO0 mm Lot NiEast GauE o WIKIFEDIA. X [coo/Fram +\
o =3 ([ arrt ke e 7T _j ol ol & T Oy e ____I’E'lq,
o (== ) WIKIPEDIA HAS A PROBLEM
' SPHRK PLUG B TRY WATING A FEW MINUTES AND RELORDING
A o i e e O —— “'H*ﬁ'ﬂ (CANT CONTRCT THE DATABASE <ERVER:
- e B T - VKoL ERROR, (10.0.0.247))

DO _Messace wmm_Ming 1974

MIKE|979: I REPLACED MY SPRRK, PLUGS AND
MNOW) MY (AR 15 RUNNING WEIRD.

ME: \WJHAT IS A SPRRK PLUG 77

VE: HELP

ME: WHRT Is A CART?

DC Messace wimi Mike |

MIKE 1979 I REPLACED MY SPRRK PLUGS AND
IOk} MY (AR IS RUNNING WEIRD.

ME: THE SPPRK GAP MIGHT GE OFF.

ME YOU CPN CHECK WITH A FEELER GAUGE.

MME 1979: WHAT SHOULD THE GAP BET

ME: USUALLY BETWEEN 0.035" AnD 0.070"

VIE: BUT 1T DEPENDS ON THE ENGINE.

=
.
N ™
-y g,
oy
o
Usmse |
e
o vy i
S —— h———
a e i —— s ——
# e g SRy Sy e, S T i
E T E:E"-‘ S TR o e ) L

WHEN WIKIPEDIA HAS A SERVER OUTAGE, MY APPARENT IQ DROPS BY ABOUT 30 FOINTS,

xkcd, “Extended Mind”



