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Abstract

We perform an extensive experimental evaluation of very

simple, distributed, randomized algorithms for (∆ + 1)- and

so-called Brooks-Vizing vertex colorings, i.e., colorings using

considerably fewer than ∆ colors. We consider variants of

algorithms known from the literature, boosting them with a

distributed independent set computation. Our study clearly

determines the relative performance of the algorithms w.r.t.

the number of communication rounds and the number of

colors. The results are confirmed by all the experiments and

instance families. The empirical evidence shows that some

algorithms are extremely fast and very effective, thus being

amenable to be used in practice.

1 Introduction

In this paper we perform an extensive experimental
analysis of very simple, distributed vertex coloring
algorithms. Their appealing features are simplicity of
implementation, paired with a rather good performance
in terms of colors used, and great speed. In particular,
our algorithms can quickly compute vertex colorings
using many fewer than ∆ colors, where ∆ denotes
the maximum degree of the input graph. Because of
these characteristics, we expect them to be quite useful
in application areas, such as parallel sparse matrices
computation or protocols for wireless networks.

1.1 The algorithms. In some sense this is a study of
just one algorithm. It is by changing its few parameters
and by switching on and off a heuristic step that
several algorithms are obtained, with quite different
characteristics. We now describe the basic algorithm.
The input is an undirected graph G in which every
vertex u has its own unique ID and is initially given
a list (or palette) of available colors, denoted as L0

u.
The colors can be assumed to be consecutive natural
numbers. The algorithm simply repeats the following
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basic iteration, until all vertices are colored. The current
iteration is denoted by r.

The basic iteration:

1. Wake up! At the beginning of the iteration every
vertex is asleep. In parallel, each uncolored vertex
u wakes up with probability pr

u
.

2. Try! Each awaken vertex u, in parallel, selects
a tentative color tu from its list Lr

u uniformly at
random.

3. Conflict resolution. If no neighbor of u has selected
the same tentative color, tu becomes the final color
of u. Otherwise the attempt fails and u will try
again at the next iteration.

4. Deliverance? Vertices that obtain a final color exit
the algorithm. The others, in parallel, update their
lists by removing all colors assigned as final colors
to the neighbors.

5. Feed the hungry. If the palette of a vertex u runs
out of colors, fresh new colors are introduced in the
following way. Let c be the greatest color used as
final color in u’s neighborhood. The new list of u
is set to [min{c + 1, ∆ + 1}].

6. Back to square one. All vertices go back to sleep.

It is apparent that the algorithm is distributed. Ev-
ery iteration (also called “round”) only requires O(log n)
message size and can be implemented in a constant
number of rounds in the synchronous, message-passing
model of computation, which is the one adopted here.

This is a rough but useful theoretical model that
approximates the behavior of those real distributed
architectures for which the cost of routing messages
is typically orders of magnitude greater than that of
performing local computations. For instance, it has
been used by several authors to analyze algorithm
performance in wireless networks [2, 24, 25] .

Whereas this simulation is, in terms of resources
and programming effort, relatively inexpensive, an im-
plementation on a real distributed architecture would



be much more demanding. Moreover, a truly dis-
tributed implementation would introduce factors that
would make the experimental results more informative
for the specific applications considered, but probably
unsuitable for drawing general conclusions about the
behavior of the algorithm.

In the course of our experiments we also made use of
the following heuristic, dubbed here the hungarian-folk

step (HS step).

Given a color c, let Gc be the graph induced
by all vertices that selected c as their tentative
color at the current iteration.
In parallel, for all colors c, compute an inde-
pendent set of Gc as follows. Let π be a ran-
dom permutation of the vertices of Gc: a ver-
tex u enters the independent set if and only
if it comes first than its neighbors in the total
ordering induced by π.

When this is used, it replaces the conflict-resolution
step of the basic algorithm. A crucial feature of the
HS step is that it can be implemented very cheaply
in our distributed setting. It does not require extra
communication rounds and the message size is O(log n).
It is well-known that, given a graph with n vertices, the
HS step computes an independent set whose expected
size is at least n/(d̂ + 1), d̂ being the average degree of
the graph. The very cute analysis appears to be part of
hungarian folklore [19]. Luby showed that by iterating
the HS step a maximal independent set is computed in
O(log n) expected many rounds [22].

The random permutation of the HS step is needed
to generate a random total ordering of the vertices.
Strictly speaking, this requires global communication.
If n, the number of vertices of the input network, is
known, then it suffices to choose a random number in
a large enough interval for a high probability analysis
to go through. But in practice this is not a problem,
because for any realistic network a few dozen random
bits are enough to generate unique ID’s. In fact, our
experiments strongly suggest that using the original
ID’s works as well as truly (pseudo) random generated
ones.

1.2 Our results. In this paper we perform two kinds
of study. The first concerns algorithms for (∆+1)-vertex
coloring, while the second concerns so-called Brooks-

Vizing colorings, i.e., colorings using “many fewer” than
∆ colors [10].

Algorithms for (∆ + 1)-vertex coloring. In this
study the only dependent variable is the running time

of the basic algorithm, measured as the number of com-
munication rounds (basic iterations). The independent

variables are three: the wake-up probability, the initial

palette setting, and the HS step. The first is set to be
a constant in the interval (0, 1], while for the second
the possibilities are two. If the initial lists are set to
[∆ + 1], for all vertices, then we have the global set-

ting; otherwise, if L0
u := [deg(u) + 1], for all vertices

u, we have the so-called local setting. Likewise we shall
speak of the global or the local version of the algorithm.
Since both versions never run out of colors the Feed-the-
hungry step can be omitted. Notice that in either case
the algorithm has as many as ∆+1 colors at its disposal
and since in practice, as we shall see, they will always
all be used, it is not meaningful to consider the number
of used colors as a dependent variable. Finally, the HS
step can be either set on or off, i.e., it can be used as a
conflict resolution mechanism instead of Step 3.

There exist theoretical analyses of the trivial algo-

rithm, corresponding to setting the wake-up probability
to 1 for all vertices and iterations, and of Luby’s algo-

rithm corresponding to setting the wake-up probability
to 1/2, for all vertices and iterations [15, 21]. Both al-
gorithms compute a (∆ + 1)-coloring in O(log n) many
expected iterations, and in fact do so with high proba-
bility [5, 17].

The main findings of our experimental study of
these (∆ + 1)-coloring algorithms are the following.

• The closer the wake-up probability to 1, the faster
the algorithm, regardless of other parameters. The
basic trend is exemplified by Figure 1a, showing the
running time as a function of the wake-up prob-
ability for a random graph with 1000 nodes and
edge probability 0.1. We remark that the same be-
havior was exhibited in all our tests, regardless of
the graph. Thus the trivial algorithm is the algo-
rithm of choice for (∆ + 1)-coloring. In particular,
when compared with Luby’s algorithm it consis-
tently turned out to be 2–3 times faster.

The available asymptotic analyses do not explain
this behavior [21, 15] and we leave it as an inter-
esting open question.

• Globalization does not help, meaning that the fully
distributed local version is not slower and often
results in non-negligible color savings.

• As remarked, the algorithms with the hungarian-
folk heuristic work just as well if vertex ID’s are
used instead of generating a random permutation.

• The algorithms are extremely fast. It is often the
case that graphs with a thousand vertices or more
are colored within 5 communication rounds.



Algorithms for Brooks-Vizing colorings. The
second part of our study concerns so-called Brooks-

Vizing colorings, i.e., colorings using “many fewer”
than ∆ colors [10]. Here we have two dependent
variables, the running time, measured as the number
of communication rounds (basic iterations), and the
number of colors actually used by the algorithm. The
latter could exceed the initial allotment because the lists
can run out of colors. The independent variables are
three: the wake-up probability, the shrinking factor, and
the HS step. For this study we considered the local
setting only. Each vertex u is initially given a list of
deg(u)/s colors, where s > 1 is the shrinking factor.
Essentially our study focuses on three algorithms.

• Algorithm GP. This is the algorithm from [10].
Here the wake-up probability of vertex u at iter-
ation r is set to be pr

u
:= |Lr

u
|/ deg

r
(u), where

degr(u) is the number of uncolored neighbors of u
at iteration r. This choice (with high probability)
mantains the invariant that the number of neigh-
bors vying for coloring at any given round equals
the current size of the color lists.

• Algorithm Hungarian-GP (HGP). This is the same
as above, with the conflict-resolution step replaced
by the hungarian-folk heuristic.

• Algorithm Constantly-Hungarian (CH). Here
the wake-up probability is a constant in the
interval (0, 1] and the hungarian-folk step replaces
the conflict-resolution step.

The available theoretical evidence concerning
Brooks-Vizing colorings can be summarized as follows.
If G is square- or triangle-free then it is always possible
to color G with O(∆/ log ∆) colors [18, 14]. Moreover,
if G is not only triangle-free but also ∆-regular and of
high enough degree (i.e., ∆ � log n) then, with high
probability algorithm GP colors the input graph with as
few as O(∆/ log ∆) colors within O(log n) rounds [10].
The performance regarding the number of colors is the
best possible in view of a result of Bollobás showing
that there exist graphs of arbitrarily large girth whose
chromatic number is Ω(∆/ log ∆) [3].

The main conclusions of our study can be summa-
rized as follows.

• The best algorithm for Brooks-Vizing colorings is
the simplest of them all, namely algorithm CH with
the wake-up probability set to 1. We called it
algorithm Trivially-Hungarian (TH). In all our
tests it outperformed the competitors in terms
of speed, while computing colorings of the same
quality (same number of colors). While we are

able to provide a (hopefully) convincing heuristic
explanation of why the HS step is so effective, a
rigorous analysis is lacking. For instance, it would
be very interesting if the results of [10] could be
extended to algorithm TH.

• A realistic value for the shrinking factor is a value
inbetween 4 and 6, even though in many cases
greater savings can be obtained. While the running
time of algorithms GP and HGP grows rather quickly
as s increases, algorithm TH’s running time grows
quite slowly. In practice, algorithm TH can be made
to run with values of s up to 20 or more. Even if
this might not result in colorings better than those
obtained with smaller values of the shrinking factor,
it might be worth a try since the running time stays
quite small (between 20 and 30 rounds for graphs
with several thousands of edges).

• The algorithms are very fast. Even using the
largest (feasible) shrinking factor, graphs with hun-
dreds or even thousands of vertices are typically
colored within 20-30 rounds.

• While the theoretical analyses only deal with
triangle-free graphs, the empirical evidence shows
that Brooks-Vizing colorings can be quickly com-
puted distributively also in the presence of many
triangles. It would be nice if the theoretical anal-
ysis could be extended to give characterizations
of classes of graphs admitting such colorings. At
present the only case known to us is that of line
graphs [11].

1.3 Comparison with previous work. In spite of
a quite extensive literature on vertex-coloring (see for
instance Culberson’s bibliography [7]), there are just
a few experimental studies of parallel or distributed
algorithms. Some are not quite related to the present
work inasmuch as their experiments regard parallel
algorithms designed for yielding very good colorings and
thus they are neither simple nor fast (see, e.g., [20]).

Then, as far as we know, there are very few
remaining papers experimenting with simple and fast
parallel or distributed heuristics. Some of the studied
heuristics derive from Luby’s parallel algorithm for
finding maximal indipendent sets [22]. The aim of the
experimental study carried out by Jones and Plassmann
[16] is showing that a specific parallel implementation of
such an heuristic could be effective for bounded degree
graphs. The performance of the heuristic is compared
with that of simple sequential greedy heuristics (e.g.,
First Fit [12], Saturation Degree Ordering [4], Incidence
Degree Ordering [6]). But no attempt is done to
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Figure 1: Algorithms for (∆ + 1)colorings: Effects of varying the wake up probability with local and global
palettes: for each algorithm the best wake up probability is 1.

understand the behavior of the parallel heuristic as a
function of the characteristics of the input graphs. Of
a similar flavor is the experimental study by Allwright
et al. [1], in which heuristics based on Luby’s algorithm
and on parallel variations of a greedy strategy are
compared. The algorithms were only tested on random
triangulated meshes. More recently, Gebremedhin and
Manne [9] proposed a simple parallel heuristic and they
studied a specific parallel implementation of it on just
a few input graphs arising from numerical problems.

We note that the emphasis of all these studies is
on testing specific parallel implementations of simple
heuristics with respect to some restricted class of in-
put graphs. Differently from this paper, the general
behavior of the proposed heuristics is not analysed. For
instance, which characteristics of the input graphs (e.g.
maximum degree, average degree, k-partiteness, etc.)
affect the number of used colors or the number of com-
munication rounds. Under this aspect the experimental
study reported here is much more similar in spirit to
that of [23].

2 More on the experimental design

The algorithms considered in the experiments were de-
scribed in sufficient detail in the introduction. In the
following we give more details concerning the implemen-
tation and the instances that we have been using.

Implementation details. The algorithms were imple-
mented in ANSI C. The performance indicators used in
the experiments are not affected by machine and com-
piler details, since we simulate a message-passing dis-
tributed network for which the running time is given
by the number of communication rounds. We used the
pseudo-random generator provided by the ANSI C stan-
dard function rand, using odd seeds and randomly gen-
erating the sequence of seeds for each test starting from

a base value. To increase the statistical confidence of
our results, in all the experiments we performed 5 to 10
runs of the algorithms on the same instance. Moreover,
in the experiments on randomly generated graphs we
used several trials per data point, i.e., we ran the algo-
rithms on several instances by the same parameters.

Instances. We tested the algorithms on random
and synthetic graph families as well as on real test
sets. In addition to random graphs from G(n, p), i.e.,
random graphs with n vertices and edge probability p,
we considered uniform random k-partite graphs from
G(n, p, k), where vertices are randomly assigned to
one of k partition elements as nearly equal in size
as possible (the smallest sets being one less than the
larger) and a vertex pair uv is assigned an edge with
probability p, provided u and v are from distinct
partition elements. We have been also using Culberson’s
generators for coloring instances [7] and other test
sets available from the FTP site related to the second
DIMACS implementation challenge [8].

Lack of space prevents us from showing all our

data in this extended abstract. We remark that, unless

stated otherwise, the data we show exemplify the general

pattern.

In Section 3 and Section 4 we discuss the behav-
ior of the algorithms on random graphs. DIMACS
benchmarks and real test sets are briefly considered
in Section 5. The interested reader can also find
additional charts and tables with the experimental
package, that is available over the Web at the URL
http://www.dsi.uniroma1.it/~finocchi/coloring/.

3 Experimental results: ∆ + 1 colorings

In this section we experimentally analyze distributed
algorithms for computing ∆ + 1 colorings. The words
“list” and “palette” are used as synonyms.
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Figure 2: Behavior of the trivial algorithm with varying edge density. Very dense instances are difficult; the
independent set heuristic saves approximately 25% rounds; the benefit of local palettes is greater on sparser
instances.

Effects of varying the wake up probability. We
first show that the wake up probability, denoted here
as w, has a significant impact on the number of rounds
required to compute a ∆ + 1 coloring. The charts in
Figure 1 have been obtained by running the distributed
algorithms with global and local palettes on random
instances from G(1000, 0.1). As shown in Figure 1a,
the number of rounds of each algorithm is inversely

proportional to the wake up probability, thus obtaining
the fastest convergence for w = 1. The very same

trend was observed in all our experiments. The choices
w = 1

2 and w = 1 correspond to Luby’s algorithm and to
the trivial algorithm, respectively, analyzed in [21, 15].
In both cases the theoretical analysis shows that the
probability that a vertex colors at a certain round is
1
4 . This contrasts with the typical trend observed in the
experiments and exemplified by Figure 1a, that provides
strong empirical evidence that the trivial algorithm is
always faster, thus suggesting that the analysis may
not be tight. The following explanation is accurate for
the first round only, becoming less and less so as the
algorithm progresses. Neverthless it offers a plausible
explanation. Since w = 1/2 in Luby’s algorithm, the
expected degree of a vertex u in the graph induced
by the vertices that are awake is du/2, while u’s list
has du + 1 ∼ du colors. Thus, a vertex colors with
probability ∼ 1/2e

1

2 . On the other hand, in the trivial
algorithm every vertex is awake and therefore a vertex
obtains a final color with probabilty ∼ 1/e > 1/2e

1

2 .
Notice that neither the HS step nor the global list
initialization yield faster running times.

Intuitively, if the number of vertices is much larger
than ∆, in the global case all available colors will be
used (see Figure 1b). In the local case on the other
hand, the smaller the number of high degree vertices,
the higher the probability that the final color will use

less than ∆ + 1 colors. This intuition is confirmed by
the chart in Figure 1b: using local palettes leads to
slightly better colorings, though the number of colors
used is always greater than the average degree of the
graph. (Figure 2c will report on the color savings that
can be obtained using the local version as a function of
the edge probability.)

Experiments with different graph densities. In
order to analyze how the number of rounds and col-
ors depends on the density of the graph, we ran the
trivial algorithm with global and local palettes on sev-
eral graph instances of varying edge density. We con-
sider the trivial algorithm only, because it consistently
proved itself to be the best. Figure 2 reports the results
for random instances from G(1000, p), with p increas-
ing from 0.05 to 1. Although global palettes guarantee
faster convergence (Figure 2a), the effect is once again
rather negligible. Notice that the algorithms are ex-
tremely fast.

The number of rounds does not depend very much
on the density of the graph except for densities beyond
0.9. After this point the number of rounds grows
considerably. In particular cliques require significantly
more rounds to be colored. This behavior has been
confirmed also on random k-partite graphs (charts are
not reported here due to the lack of space). On these
instances the number of rounds stays almost constant.
This is because the edge density cannot come too close
to 1. Figure 2b shows the percentage of rounds saved
when the HS step is used. The saving is roughly
25%, with both local and global palette, and therefore
significant.

We observed that the number of colors linearly in-
creases with the density, following the trend of the max-
imum degree curve, and that the benefit of using local
palettes is bigger for sparser graphs, as shown by Fig-
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Figure 3: Brooks-Vizing colorings: effects of varying the wake up probability.

ure 2c. The percentage of colors saved is approximately
7% for p = 0.1 and decreases linearly with the density
down to 0 for p = 1. Colorings obtained on cliques by
local and global palettes are obviously the same.

4 Experimental results: Brooks-Vizing

colorings

In this section we experimentally analyze distributed
algorithms for computing colorings with significantly
fewer than ∆ colors. Recall that we tested the local
version only, in which each vertex u is initially given a
list of deg(u)/s colors, s being the shrinking factor. The
algorithms tested were: (a) algorithm GP, in which the
wake up probability at round r is set to be |Lr

u
|/ degr(u);

(b) algorithm HGP, which is the same as above with the
HS step; and (c) algorithm CH, in which the wake-up
probability w is constant and the HS step is always used.
Algorithm TH is algorithm CH with w = 1.

Effects of varying the wake up probability. The
charts in Figure 3 have been obtained by running
algorithms GP, HGP, and CH on random instances from
G(500, 0.25) and plot the number of rounds required to
compute ∆

s
colorings for different values of the shrinking

factor s. The basic message is that, once again, the best
choice for the wake-up parameter is 1 (this applies to
algorithm CH only).

Though the trend of each curve is maintained, the
actual performance changes as s and w vary. The
running times of algorithms GP and HGP, not depending
on w, appear in Figure 3 as straight lines. GP appears
to benefit only to a limited extent from the independent
set computation and the benefit is greater for bigger
values of s. As expected, the independent set turns out
to be more useful when there are numerous conflicts,
and this happens for smaller palettes. Algorithm CH

can be worse than GP and HGP only for s = 2, and
becomes much better for larger values of s. The running
time of algorithm CH exhibits a good behavior. It

is inversely proportional to the wake up probability,
obtaining the fastest convergence for w = 1. In
subsequent experiments we will therefore report only on
the behavior of TH. We remark that if w = 1 algorithm
CH is always faster than GP and HGP.

Effects of varying the shrinking factor. Figure 3
and Figure 4 show how the running time (number of
communication rounds) grows as s increases. Figure 3
shows a marked deterioration of the running time of
GP and HGP as s takes the values 2, 3, 7. The running
time of algorithm CH also grows, but much more slowly,
especially that of algorithm TH. The same conclusion is
reinforced by Figure 4a, in which the running time of
both versions (local and global) of the trivial (∆ + 1)-
coloring algorithm is also reported. While the trivial
algorithm is considerably faster than the reduced palette
algorithms, it also uses many more colors (Figure 4b).
Notice that algorithms GP and TH use approximately
the same number of colors, but GP is much slower. The
seemingly asymptotic trend of the number of colors used
as a function of the shrinking factor is commented upon
in a paragraph below.

Figure 4c shows that algorithm TH saves around
70%−80% of the number of rounds of GP (the percentage
is smaller only for s = 2). Since the same relative
performance of GP and TH has been observed in all our
experiments, we can definitely conclude that algorithm
TH is the algorithm of choice for computing Brooks-
Vizing colorings in a distributed setting.

A possible explanation to account for this marked
difference in speed is the following. In the initial rounds
of algorithm GP a vertex wakes up with probability
∼ 1/s. A vertex that wakes up has on average a number
of neighbors vying for coloring equal to the size of its list
of available colors. Therefore a vertex colors itself with
probability ∼ 1/(se). In contrast, algorithm TH first
partitions the vertex set into a certain number of classes,
say k. The average degree of a conflict graph Gc– the
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Figure 4: Brooks-Vizing colorings: effects of varying the shrinking factor.

graph induced by all vertices that picked tentative color
c– is s. Recall that an application of the HS step in
a graph with x vertices and average degree d yields an
independent set of size ∼ x/d. Therefore on average
n/s vertices will get a final color after one step of
algorithm TH, as opposed to ∼ n/(se) with algorithm
GP. Although this rough analysis is plausible only for
the initial rounds, to some extent it might explain the
very different running times.

Finally, Figure 4d plots r(s), the rate at which
the number of rounds increases. The chart should
be interpreted as follows: r(s) = k means that when
shrinking factor s is used instead of s−1 the number of
rounds increases by k%. Both GP and TH exhibit a good
behavior w.r.t. this measure, as curves are decreasing
for s ≥ 5.

Is the best shrinking factor small? Figure 4b
seems to suggest that the shrinking factor tends to
an asymptotic value, i.e., larger values of s do not
yield better colorings. This is not always the case
however. Often larger values of s do result in better
colorings. In particular, we investigated this point on
random k-partite instances and observed a surprising
phenomenon. We fixed a distribution G(n, p) (i.e.,
we fixed n and p) and generated k-partite random
graphs from G(n, pk, k) for different values of k. These

graphs all had the same expected density, and the same
minimum, average and maximum degree of graphs from
G(n, p) (this is done by setting pk = k/(k − 1)p).
Therefore the local properties were the same but the
chromatic number– a global property– differed. We
then ran algorithm TH on these instances with different
shrinking factors. The outcome is reported in Figure 5.

The figure shows that it pays off to consider bigger
values of s and that in spite of the fact that locally the
graphs look the same, the number of colors used by the
algorithm differs, being lower for graphs with smaller
chromatic number. Presently we are not able to offer
any plausible explanation of this behavior.

Experiments for different graph densities. Fig-
ure 6 is concerned with reduced palette algorithms on
random instances G(1000, p) for 0.05 ≤ p ≤ 0.45 and
is the companion to Figure 2. Figure 6a and Figure 6b
report on the number of rounds of GP and TH, respec-
tively, for different shrinking factors. In both cases the
number of rounds increase linearly with the density and
curves related to bigger shrinking factors are steeper.
The range of the values on the y-axes in the two charts is
the same, making it easier to grasp the advantage of TH
over GP: though not reported in the chart, we point out
that GP s=8 requires 293 rounds for p = 0.45, instead of
56 rounds used by TH s=8. As GP and TH use the same
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Figure 5: Algorithm TH for different shrinking factors on k-partite instances with the same density and degrees:
the smaller k, the easier the instance.
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Figure 6: Brooks-Vizing colorings: experimenting different graph densities.

number of colors, Figure 6c reports only on the color-
ing of GP. Differently from (∆ + 1)-colorings, where the
number of colors is sharply concentrated near the max-
imum degree, the curves related to reduced palettes are
less steep and, as expected, their slope is smaller for
bigger values of the shrinking factor.

5 Results with DIMACS instances

In this section we briefly report on the performance
of algorithms HGP and TH on a subset of the instances
used in the second DIMACS challenge [13], on other
test sets available from the DIMACS FTP site, and
on graphs with decreasing degree variance generated
using Culberson’s clique-driven generator. We consider
both colors and rounds and, with respect to colors,
in the case of DIMACS benchmarks we compare HGP

and TH against two well known algorithms: Iterated
Greedy and Hybrid [13]. These algorithms are known
to produce very good colorings, though can require a
considerable amount of time (minutes or even hours).
Our distributed algorithms compare rather well.

We ran algorithms HGP and TH at least 10 times

per instance and we averaged the values of colors and
rounds over the runs. The value of the shrinking factor
used on each instance is reported between parentheses
(results for different shrinking factors are available with
the experimental package).

The table in Figure 7 confirms that TH is consider-
ably faster than HGP and shows that TH usually obtains
slightly better colorings. It also reports the standard de-
viation of the number of rounds, that we were precluded
from discussing throughout the paper due to space limi-
tations: note that the standard deviation of TH is always
much smaller than the standard deviation of HGP.
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