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ABSTRACT Cybersecurity strategies are typically built on risk-based frameworks that prioritize threats
according to their perceived likelihood, impact, and the cost of mitigation. Although effective against frequent
and high-probability risks, this approach systematically underestimates rare but high-impact events. Such
events,though statistically unlikely, can produce catastrophic disruption, as illustrated by the 9/11 attacks or
the COVID-19 pandemic. Preventing these events would have required sustained investments that seemed
economically or socially unjustifiable until after the disaster struck. This tension between efficiency and
resilience exposes a systemic weakness: defenders often prioritize short-term risks over resilience for rare
adversarial scenarios. This article argues that it is feasible and necessary to develop novel countermeasures
that address rare and high-impact risks without imposing prohibitive costs. Using autonomous drone-based
border monitoring as a case study, we examine how attackers can exploit the system by injecting fake
events. We propose mitigation strategies that introduce modest inefficiencies, such as random perturbations
or suboptimal path choices, which substantially reduce susceptibility to manipulation while adding minimal
overhead. We argue for a paradigm shift: from optimizing information systems exclusively for efficiency to
designing resilient systems that can withstand rare but high-impact events.

INDEX TERMS Rare events, risk analysis, adversarial attacks, drone-based border monitoring.

I. INTRODUCTION
Cybersecurity systems are often designed under practical con-
straints, leading to the prioritization of threats based on their
perceived likelihood and impact [1], [2]. This risk-based ap-
proach typically focuses resources on high-probability threats,
while rare events, especially those requiring significant in-
vestment to mitigate, are often deprioritized. However, over-
looking rare, high-impact events merely because they are
statistically unlikely can lead to catastrophic consequences.
These events underscore a fundamental tension between risk
probability and mitigation cost that is not unique to cyberse-
curity. Examples of such events include the 9/11 attacks on the
Twin Towers and the COVID-19 Pandemic, which are highly
challenging and costly to prevent. In particular, the COVID-
19 pandemic highlighted the effectiveness of preventive

measures, such as the widespread use of FFP2 masks, quaran-
tine enforcement, and global social distancing, in preventing
the spread of pandemics. However, adopting such measures
in the absence of an active crisis would have incurred steep
societal, economic, and psychological costs that most gov-
ernments were unwilling to bear. The same principle applies
in security: defenses against low-probability but high-impact
threats are often deprioritized until a catastrophic event forces
a reevaluation of the underlying assumptions.

This work argues that developing practical and effective
countermeasures against rare but high-impact threats is both
feasible and necessary. To illustrate our findings, we present
a case study in border monitoring, where a region is patrolled
by autonomous drones deployed in a grid. This scenario has
gained growing attention, as drones have been proposed for
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border surveillance in various contexts, from search and res-
cue operations at sea [3], to monitoring illegal immigration
within the European Border Surveillance System (EURO-
SUR) [4]. More recently, Europe has announced plans to
build a “drone wall” along its eastern border to strengthen
protection against potential threats [5]. Each drone monitors
a portion of the border, and the drone system as a whole is
designed to detect and respond to unauthorized border cross-
ing, even in the presence of cyberattacks that can compromise
part of the drone fleet. Almost all drone platforms depend
on complex software stacks, including operating systems,
communication protocols, and navigation algorithms. Such
systems are prone to software vulnerabilities that are routinely
discovered even in well-tested code. Therefore, any security
solution must assume a basic threat model in which some
fraction of drones is affected by a software vulnerability. We
assume that these vulnerable drones operate normally until
the attacker selectively deactivates them by exploiting their
vulnerability. The goal of the attacker is to push the border
monitoring system into a state where a compromised path-
way appears, specifically, a chain of vulnerable drones that,
once deactivated, would allow undetected border crossings.
Note that in the context of our case study, the existence of a
compromised pathway constitutes a rare event, as the prob-
ability of this state occurring is intentionally kept very low
by the design of the border monitoring system. We perform
a risk analysis of the border monitoring system under two
scenarios: (i) a static configuration, where drones remain in
place, and (ii) a dynamic configuration, where drones move
according to a deterministic shortest-path protocol in response
to events. The risk analysis indicates that, in both cases, the
border monitoring system can be designed to minimize the
probability of a compromised pathway occurring. However, in
the realistic scenario where an attacker fabricates fake border-
crossing events that drones mistakenly perceive as real, we
show that only a small number of such events is sufficient to
strategically orchestrate a path of vulnerable drones. To imple-
ment this strategy, we propose an algorithm that an attacker
could employ and assess its effectiveness in three security
configurations.

Finally, to mitigate this risk, we propose novel and prac-
tical mitigation solutions that significantly hinder the ability
of an attacker to form a compromised pathway. We pro-
pose a mitigation that is performed at regular intervals and
a runtime mitigation that is directly integrated into the drone
management protocol. In particular, we devise a runtime path
perturbation scheme that significantly increases the effort
required by the attacker while preserving performance. In
summary, our contributions are as follows:
� Problem Framing: We identify a systemic weakness in

conventional risk-based cybersecurity frameworks: they
undervalue rare but high-impact risks. The article high-
lights the tension between optimizing for frequent threats
and preparing for rare, high-impact events.

� Conceptual Innovation: We propose a novel design prin-
ciple: introducing modest deliberate inefficiencies (e.g.,

random perturbations) can improve robustness against
adversarial manipulation without significantly degrading
system performance.

� Case Study: We focus on drone-based border monitoring
as a concrete case study to exemplify the weaknesses
discussed above, illustrate the proposed principles and
demonstrate the impact of rare events.

� Applied Demonstration and Validation: We apply the
above principles to the concrete case study of drone-
based border monitoring, illustrating how such in-
efficiencies substantially hinder attackers’ ability to
manipulate the system. Experimental results support
the claim that these strategies raise the attacker’s
cost while preserving overall effectiveness. We assess
the proposed mitigation strategies, analyzing their ef-
fectiveness and operational costs. In particular, the
runtime path perturbation significantly improves re-
silience against rare, high-impact attacks at minimal
cost.

Our results show that it is possible to design solutions in
which the defender consistently makes a modest investment,
such as allocating additional resources or accepting a slight re-
duction in organizational efficiency, to mitigate extremely rare
but high-impact events. For example, if an organization em-
ploys a resource optimization scheme, a slightly sub-optimal
scheme can be designed which, with only a minor efficiency
trade-off, effectively reduces the risk of rare events with sub-
stantial destructive potential.

II. DRONE-BASED BORDER MONITORING
To investigate our case study, we adopt the formalization and
the protocol proposed by Wolfson et al. [6]. We selected this
protocol because it offers an optimal constant-time response
O(1) to suspicious events and addresses the potential presence
of fake events. According to the formalization by Wolfson
et al. , the monitored area is represented as a grid of square
cells, consisting of r rows and q columns. Each cell c is mon-
itored by a drone that is responsible for that specific portion
of the area. In addition to the (r × q) drones, there is an extra
drone E that can occupy any cell in the grid. This extra drone
acts as a reinforcement unit, supporting the management of
suspicious events. Suppose that the drone surveilling the cell
at position (x, y) of the grid detects a suspicious event in its
area. It broadcasts a reinforcement request to all neighboring
drones, which is propagated throughout the entire drone sys-
tem. Consequently, the extra drone receives the reinforcement
request, and it travels to the cell where the reinforcement
request was initiated. However, considering t as the time
needed to traverse a single cell of the grid and d the distance,
computed using a shortest path algorithm, between the actual
position of E and the cell (x, y), the extra drone E needs t × d
unit of time to reach the cell (x, y) and handle the request.
To improve the response time, Wolfson et al. proposed the
Coordinated Path Hop (CPH) algorithm, which allows serv-
ing the reinforcement request in a single time step, thanks
to cooperation between the extra drone and the monitoring
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FIGURE 1. (a) Initial grid configuration; (b) request issued with the
shortest path highlighted in yellow and drones moving along the path;
(c) grid state after serving the request.

drones in handling suspicious events. According to this algo-
rithm, starting from an initial configuration where there is no
active request Fig. 1(a), if an event is detected in the cell (x, y)
(marked with R in Fig. 1(b), the shortest path (yellow cells)
between the extra drone and the request is computed. Then,
each drone located along the path between the extra drone and
the request location incrementally shifts forward by one cell,
following the path. Each red arrow in the Fig. 1(b) represents
the movement of an individual drone. The tail of the arrow
denotes the current position of the drone, while the head indi-
cates its next position after the movement. The drone that just
landed on cell (x, y) becomes the new extra drone and acts as
a reinforcement unit, supporting the response to the intrusion
event (Fig. 1(c).

III. BORDER MONITORING WITH VULNERABLE DRONES
A. THREAT MODEL AND SECURITY ASSESSMENT SETTINGS
This subsection introduces a threat model for the drone sys-
tem. In particular, we assume the presence of an organization,
referred to as the defender, tasked with monitoring a border
for security purposes. To achieve this, the defender deploys
a drone-based grid monitoring system. However, a fraction λ

of drones are affected by a zero-day vulnerability, and these
vulnerable drones are randomly distributed along the border.
Although the defender is aware that a fraction λ of drones can
be compromised, they do not know which specific drones are
affected by a vulnerability. To manage this uncertainty, the
defender adopts a risk-based methodology: they estimate the
probability that a compromised pathway could form and de-
ploy cost-effective countermeasures until the associated risk
is reduced to an acceptable level. From the attacker’s perspec-
tive, exploiting a drone vulnerability does not give complete
control over the drone’s movements or functions. Instead, it
enables the attacker to disable at least the alarm module, the
component responsible for reporting possible unauthorized
border crossings. When a drone is disabled, an intruder can
pass through the corresponding cell undetected.

FIGURE 2. An example of compromised pathway formed in the border.

The attacker’s goal is to enable an unauthorized border
crossing while remaining undetected. Thus, his final objective
is to compromise a vertical column of vulnerable drones,
as indicated in Fig. 2. The figure shows vulnerable drones,
marked with a C letter, and an example of a column that is
monitored only by vulnerable drones, marked in red. In the
following, we refer to this arrangement of drones as compro-
mised pathway. If the grid contains a compromised pathway,
the attacker can deactivate the alarm module of the drones in
the column, enabling an unauthorized crossing. Until this con-
dition is achieved, all drones continue to operate according to
the protocol. The threat model is summarized in the following
box:
� Attack vector: The attacker can disable the alarm module

of a fraction λ of drones that have a software vulnerabil-
ity. If a drone is disabled, an intruder can traverse the cell
it monitors without being detected. We assume that the
vulnerable drones are randomly distributed within the
grid.

� Win condition: The goal of the attacker is to create a
compromised pathway, i.e., a column of the grid that
contains only vulnerable drones.

Sections III-B and III-C illustrate how a defender can eval-
uate the risk of the monitoring system against the formation
of compromised pathways. As described in the threat model,
the attacker does not actively interfere with the drone’s move-
ments. Consequently, any compromised pathway can only
occur spontaneously, with the attacker limited to passive ob-
servation to detect if such a pathway has taken place. We
perform the risk evaluation in two settings:
� Static setting (Section III-B): This setting focuses on

estimating the probability that the monitoring system
contains a compromised pathway at the time of its de-
ployment. To compute this probability, we assume a
static monitoring system in which the drones remain
fixed in their initial positions. This setting enables the
assessment of the vulnerability of the system without
considering the movements of the drones.

� Dynamic setting (Section III-C): Then, we examine how
many events must occur before a compromised pathway
emerges in a dynamic setting. Specifically, the system
employs the CPH algorithm described in Subsection II
to move the extra drone toward cells where suspicious
activity is detected. Here, the attacker exploits the dy-
namicity of the system by waiting for vulnerable drones
to align and form a compromised pathway.
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B. RISK ASSESSMENT IN A STATIC SETTING
The first task for a defender is to assess the risk of the system
against the defined threat model in a static setting. Assessing
the system’s risk requires an initial intuitive grasp of the in-
teractions among the various parameters: the number of rows
r, the number of columns q, and the fraction of vulnerable
drones λ.
� rows (r): If the border is monitored by a single line of

drones (r = 1), a single vulnerable drone is sufficient for
an attacker to create a compromised pathway. A coun-
termeasure to mitigate this risk is to increase the number
of rows of drones, making r the most critical parameter
for the defender. However, increasing r also raises costs,
as more drones must be purchased and deployed. It is
therefore essential to balance the risk against operational
cost.

� columns (q): The defender has limited control over the
parameter q, which is determined by the length of the
border to be monitored and the patrolling capabilities
of each drone. Although the defender could intention-
ally increase the number of columns q, for instance,
by underutilizing each drone’s monitoring radius, this
approach is costly and counterproductive.

A defender can assess the risk of the system by evaluating
the probability of compromised pathway formation for given
values of r and q, while varying λ. To estimate the probability,
the problem can be formulated as follows. Let A be a matrix
of size r × q, where r and q denote the number of rows and
columns, respectively. Suppose C cells are selected uniformly
at random from A, with C > r. We are interested in the prob-
ability that there exists at least one column in which all r
elements have been selected. This probability can be evaluated
using the following formula:

P

( q⋃
i=1

Ai

)
=
�C/r�∑
k=1

(−1)k+1
(

q

k

)
×
(r×(q−k)

C−kr

)
(r×q

C

)
where:
�

(q
k

)
: the number of ways to choose k columns out of q

�

(r×(q−k)
C−r

)
is the number of ways to choose the remaining

C − r cells from the other r × (q − k) cells.
� �C/r� is the largest integer k such that kr ≤ C.
�

(r×q
C

)
is the number of ways to select C cells out of r × q

cells i.e., all the possible grid configuration when C cells
are randomly extracted.

The formula is obtained by first calculating the probability
that at least one column is fully compromised and then apply-
ing the inclusion-exclusion principle. The complete derivation
is provided in the Supplementary Material.

We use this formula to estimate the probability of forming
a compromised pathway in the static setting at varying values
of r, q, and λ, as shown in Fig 3. The x-axis represents the
percentage of compromised drones λ, and the y-axis indicates
the probability of forming a compromised pathway. Moreover,
each plot shows a different value of q and the dashed lines

FIGURE 3. Probability of forming a compromised pathway at different
values of r, q and λ in the static setting.

represent the probability of forming a compromised pathway
at different numbers of rows r.

As expected, comparing the different lines, we observe that
configurations with a higher number of rows (represented in
the figures by the red dashed lines) exhibit a significantly
lower probability of forming a compromised pathway. Let us
consider a configuration with 100 columns and an extreme
case where the attacker can compromise 25% of the drones. A
matrix with 3 rows (dashed blue line) has an 81% probability
of forming a compromised pathway. Increasing the rows to
4 (dashed orange line) reduces the probability to 31% . Fi-
nally, with 6 rows, the probability drops further to just 2.2% .
An interesting observation emerges when comparing different
plots. If we consider the same number of rows and λ as before
but increase the number of columns to 200, the probability of
forming a compromised pathway increases, reaching 96% for
3 rows, 54% for 4 rows and 4.6% for 6 rows. Thus, increasing
the number of columns increases the likelihood of forming
a compromised pathway. This is because each column has a
certain probability that all its drones are vulnerable. As the
number of columns grows, so does the number of chances
for such a vulnerable column to appear, even if the individual
probability is low. Over many columns, the chance of having
at least one fully compromised column increases.

These results highlight that r is the most crucial parameter
in determining the system’s risk. Since q is largely determined
by the border length and the drones’ monitoring range, the
defender has limited control over it. For the sake of simplicity
and comparability, we therefore assume the border can be
effectively covered with 200 columns and fix q at this value in
the subsequent experiments. We evaluate the risk under three
configurations with progressively larger r:
� Low-security configuration: q = 200, r = 4
� Medium-security configuration: q = 200, r = 5
� High-security configuration: q = 200, r = 6
Table 1 shows the results of the formula under the different

security configurations (low, medium, and high) for varying
values of λ. As expected, higher-security configurations ex-
hibit significantly lower probabilities of compromise across
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TABLE 1. Probability of Forming a Compromised Pathway At Varying
Values of λ in the Static Setting

all values of λ. While for small fractions of vulnerable drones
(e.g., λ = 1% and λ = 3%), the probability of forming a com-
promised pathway is negligible in all security configurations,
for higher values of λ, such as 5% and 10% , we observe a
clear distinction between the three configurations.

C. RISK ASSESSMENT IN A DYNAMIC SETTING
This section considers a dynamic drone system in which
drones respond to real events in accordance with the pro-
tocol proposed by Wolfson et al. [6]. As a result, even if
the initial deployment of drones on the grid does not form
a compromised pathway exploitable by the attacker, such a
pathway may emerge over time as drones move to address
events within the grid.

As drones move across the grid to respond to events, the
attacker continuously monitors whether these responses result
in the formation of a compromised pathway. In this case, to
assess the risk of the drone system, we built a simulator that
completely replicates the protocol and the request handling by
the extra drone. The system takes as input the grid dimensions
N = r × q and the fraction of vulnerable drones 0 < λ < 1. It
then randomly selects C = �r × q × λ� positions to be occu-
pied by vulnerable drones, while the remaining N −C drones
are genuine. Additionally, a random position is assigned to
the extra drone, E . The simulation proceeds iteratively until a
compromised pathway is formed. In each iteration, a random
request position R is generated. The shortest path P from E
to R is then computed. If multiple shortest paths exist, one is
chosen at random. The drones along P move according to the
CPH protocol. If a compromised pathway is formed at any
point, the simulation terminates, and the number of events
processed is recorded. The pseudo-code for the dynamic sim-
ulation is provided in the Supplementary Material.

In this context, we consider the number of events required
to form a compromised pathway as a metric to evaluate the
system’s robustness. Table 2 shows the simulation results in
low-security, medium-security, and high-security configura-
tions. The table indicates that the likelihood of a compromised
pathway forming is minimal when fewer than 5% of drones
are vulnerable. However, this probability increases under low
and medium security conditions when 10% to 15% of drones
are compromised. Therefore, even though appropriate choices
of r can make the occurrence of a compromised pathway
exceedingly rare, it cannot be entirely prevented.

TABLE 2. Average Number of Events for a Compromised Pathway to Form
in the Dynamic Setting

IV. MONITORING WITH VULNERABLE DRONES AND FAKE
EVENTS
A. THREAT MODEL AND RISK ASSESSMENT SETTINGS
This subsection presents a subtle modification of the previous
scenario. The key difference is that the attacker can generate
up to K fake events in strategic positions to influence the
movement of vulnerable drones within the surveilled area.
The threat model is summarized in the following box:
� Attack Vector: The attacker can disable the alarm module

of a fraction λ of drones that have a software vulnerabil-
ity. Additionally, the attacker can generate K fake events
to manipulate the positions of vulnerable drones. We as-
sume that the vulnerable drones are randomly distributed
within the grid.

� Win Condition: The goal of the attacker is to create a
compromised pathway.

In order to assess the risk of the system under this threat
model, we devise a strategy that the attacker can use to create
a compromised pathway, outlined in Section IV-B). Then, we
assess the robustness of the drone system against the proposed
attacker strategy in two different settings.
� Fake events only (Section IV-C): In this setting, we focus

on evaluating the risk of the system under the assumption
that the only events it handles are the fake events gener-
ated by the attacker. The goal is to assess the average
number of fake events required by the attacker to create
a compromised pathway.

� Fake and genuine concurrent events (Section IV-D):
This scenario evaluates the risk of the system consid-
ering both fake and genuine events. The attacker uses
fake events to strategically manipulate the movement of
vulnerable drones, while the system also continues to
function with legitimate, naturally occurring events. This
mixed setting simulates a more realistic environment
where genuine system activity may disrupt the attacker.
The assessment focuses on determining how effectively
the attacker can still create a compromised pathway de-
spite the presence of genuine events.

B. STRATEGY OF THE ATTACKER
In this subsection, we present a strategy that the attacker
can use to create a compromised pathway. First, we describe
the procedure for moving the drone one step horizontally
to the right. However, the procedures to move the drone
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FIGURE 4. An example of application of the MOVERIGHT function, used to
move a vulnerable drone to the right.

in the other directions (left, up, or down) follow the same
approach, applied symmetrically. Given a targeted vulnera-
ble drone Ct at position (x, y), we provide a function that
outputs the positions where the attacker must generate fake
events to move Ct to the right (x, y + 1). Fig. 4 illustrates
two cases where the attacker wants to move the drone to-
ward the target column T (highlighted in red) and the fake
events it needs to generate. For a clearer visualization, only
relevant drones are shown; however, we assume each cell is
monitored by a drone, as depicted in Fig. 1. The figure reports
two cases in which the attacker aims to move the vulnera-
ble target drone Ct from its current position (x, y). The two
scenarios differ in the position of the extra drone, denoted by
E :
� Case 1: At time t , the targeted vulnerable drone Ct is

located at position (x, y), while the extra drone E is
positioned to its left, on the same row. To move Ct toward
the target column T , the attacker must generate a fake
request R at time t + 1 in the same row as Ct , but in a
column index y′ ≥ y+ 1 (as shown in the figure). This
triggers the extra drone E to move toward R, causing
all drones along the computed shortest path (highlighted
in yellow) to shift one cell to the right. As a result, at
time t + 2, the vulnerable drone Ct is displaced one step
closer to the target column T .

� Case 2: In this case, at time t , the attacker cannot imme-
diately move the targeted vulnerable drone Ct to the right
using a single fake request, because the extra drone E is
positioned to the right of Ct . As a result, any shortest path
from E to a fake request placed to the left of Ct would
either exclude Ct , leaving it stationary, or, worse, include
Ct but shift it leftward—moving it away from the target
column rather than toward it.
To overcome this, the attacker must first reposition E to
the left of Ct by generating a fake request in the same
cell as Ct , as shown in the figure at time t + 1. Once
E reaches this position, the attacker issues another fake
request in a cell to the left of the vulnerable drone—for
example, the immediately adjacent left cell, as depicted
at time t + 2.
By following this approach, at time t + 3, the extra drone
is positioned as in Case 1, allowing the attacker to issue a
further fake request that successfully moves Ct one step
closer to the target column.

The described strategy is implemented in MOVERIGHT

function, detailed in Listing 1. The function returns the po-
sition of the fake events that the attacker needs to place to
move a vulnerable drone to the right. The procedures to move
a drone in the other directions (MOVELEFT, MOVEUP, and
MOVEDOWN) follow the same approach as MOVERIGHT, ap-
plied in a symmetric manner. The pseudo-code is provided in
the Supplementary Material.

An attacker aiming to create a compromised pathway in
column T of the monitored grid can use the following strategy.
For each row r in column T :

1) If a vulnerable drone is already present at position
(r, T ), the attacker skips to the next row.

2) If no vulnerable drone is present in the current row, the
attacker computes the Manhattan distance between each
vulnerable drone not already in column T and the target
position (r, T ). The drone minimizing the Manhattan
distance is selected to move.

3) If the selected vulnerable drone Ct is not already in row
r, the attacker moves it vertically, using MOVEDOWN or
MOVEUP, to align it with the target row.

4) Once Ct is aligned with row r, the attacker moves
it horizontally toward column T using MOVELEFT or
MOVERIGHT.

Repeating this process for each row allows the attacker to
incrementally assemble a full vertical column of vulnerable
drones, forming a compromised pathway in column T .

C. EFFICACY OF THE ATTACK IN A SETTING WITH ONLY
FAKE EVENTS
In this subsection, we assume that the attacker exploits the
vulnerable drones to create a compromised pathway, using
the strategy described in the previous subsection. To assess the
risk in this setting, we implement the strategy in our simulator
and measure the number of fake events the attacker needs
to generate in order to create a compromised pathway for
different values of λ (1% , 3% , 5% , 10% , and 15% ).
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Algorithm 1: MOVERIGHT.
Require: E , C
1: if Ey < Cy then � Case 1
2: return{(Cx, Ry) | Ry > Cy}
3: else if Ey = Cy then � Case 2: time t + 2
4: events← {(Cx, Ry) | Ry < Cy}
5: events← events ∪ {(Cx, Ry) | Ry > Cy}
6: returnevents
7: else if Ey > Cy then � Case 2: time t
8: events← {(Cx,Cy)}
9: events← events ∪ {(Cx, Ry) | Ry < Cy}

10: events← events ∪ {(Cx, Ry) | Ry > Cy}
11: returnevents
12: end if

TABLE 3. Average Number of Fake Events the Attacker Needs to Create a
Compromised Pathway

For each value of λ, the simulator generates 1,000 indepen-
dent instances of the surveillance grid, randomly placing the
fraction λ of vulnerable drones in each instance. In every in-
stance, it computes the number of fake events required to form
a compromised pathway in each column, using the strategy
described above. It then selects the column that requires the
fewest fake events, simulating an attacker who opportunisti-
cally chooses the most favorable path. Finally, the simulator
reports the average number of fake events over the 1,000
instances for each value of λ.

The results, presented in Table 3, show that with the
proposed strategy, the attacker can successfully create a com-
promised pathway generating a few fake events across all
security configurations. Significant differences among the dif-
ferent security levels emerge only for low values of λ (up to
3% ). However, with at least 10% of compromised drones, the
attacker can create a compromised pathway with fewer than
10 fake events in all security configurations. These findings
are particularly impressive compared to Table 2, where the
simulator computes the number of events required to form a
compromised pathway in a scenario with only genuine events.
Indeed, when λ = 1%, a compromised pathway may take
nearly a million genuine events to form, whereas an attacker
using fake events can achieve the same outcome with fewer
than 200. This result highlights the limitations of conven-
tional risk-based approaches, which often assume that rare
but high-impact events can be considered acceptable risks.
Under subtle adversarial manipulation, events considered un-
likely become plausible. As a result, defenders cannot rely on

FIGURE 5. Number of fake events needed to form a compromised
pathway in the setting where there are both fake and genuine events.

perceived rarity as a protective factor, exposing the weakness
of risk-based cybersecurity strategies that undervalue rare yet
high-impact risks.

D. EFFICACY OF THE ATTACK WITH FAKE AND GENUINE
EVENTS
In this subsection, we evaluate the efficacy of the attack in a
scenario where both fake and genuine events can occur. In
this setting, the attacker continues to leverage the strategy
outlined in Subsection IV-B to manipulate the positions of
the vulnerable drones. However, the presence of genuine re-
quests introduce drone movements that disrupt the attacker’s
strategy: vulnerable drones may be diverted from the target
column, and extra drones may end up in unfavorable positions,
requiring additional fake events for correction. To simulate
this setting we take into account an additional parameter, the
frequency of genuine events with respect to the fake ones.
For the purpose of the simulation, we assume that, after each
fake event, there is a probability Pgenuine that a genuine event
occurs in a a random position of the grid. Like in the previous
case, for each security configuration (low, medium, and high),
for each value of λ (1% , 3% , 5% , 10% , 15% ), and for
three values of Pgenuine (10% , 30% , 50% ), the simulator runs
1,000 simulations. As before, we simulate an attacker who
opportunistically selects the most favorable column to com-
promise. For each combination of parameters, the simulator
reports the average number of fake events required over the
1,000 instances.

Fig. 5 shows the simulation results, illustrating the number
of fake events required for the attacker to create a com-
promised pathway. Each subplot corresponds to a specific
security configuration (low, medium, and high), while the
different line colors represent the probability of a genuine
event occurring after a fake event: 10% (blue), 30% (orange),
and 50% (green). The results reveal notable differences with
the setting in which there are only fake events, only for low
values of λ, less than 5% .
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To illustrate the impact of genuine events on the attacker’s
strategy, consider a scenario with 10% vulnerable drones and
a 30% chance of genuine events. Under these conditions, the
number of fake events needed to establish a compromised
pathway rises to 6.43, 10.7, and 17.8 for low, medium, and
high security configurations, compared to 4.6, 7.5, and 10.7
when genuine events are absent (Table 3). However, if the
attacker instead increases the compromised drones to 15% ,
the required fake events drop to 3.26, 5.93, and 9.73, roughly
matching the original targets without genuine events.

Although genuine events may interfere with the attacker’s
strategy, their impact is negligible, as a compromised pathway
can still be created with only slightly more fake events than in
the scenario without genuine events.

V. MITIGATION
The previous section shows that a purely risk-based approach,
which allows the occurrence of rare events, is inadequate
and underscores the need for effective countermeasures. In
this section, we provide experimental evidence supporting
our conceptual innovation: introducing modest, deliberate in-
efficiencies to enhance robustness against subtle adversarial
manipulation without significantly degrading system perfor-
mance. In particular, we propose two mitigation strategies that
substantially increase the difficulty for an attacker to create a
compromised pathway without degrading the system’s perfor-
mance. In the following, we describe the idea behind the two
mitigation strategies:
� Periodic Mitigation: The idea of shuffling is to periodi-

cally relocate all drones within the matrix, in an attempt
to disrupt the strategy of the attacker by changing the po-
sitions of vulnerable drones. In particular, after every M
events, the shuffling redistributes the drones according to
a predefined shuffling method.

� Runtime Mitigation: This strategy adds randomness to
the path between the extra and the request by integrating
random perturbations directly into the drone movement
protocol.

In the following, we analyze some implementations of these
strategies. Then, we perform simulations to evaluate their ef-
fectiveness considering the following key metrics:
� Efficacy: Measures how many additional fake events an

attacker must generate to successfully form a compro-
mised pathway compared to a scenario without mitiga-
tion. A highly effective mitigation strategy substantially
increases the attacker’s required effort, making attacks
less practical.

� Cost: Represents the operational overhead introduced
by a mitigation strategy, defined as the total number of
additional steps drones must travel to perform mitigation
procedures with respect to the Coordinated Path Hop
algorithm described in Sec II. An efficient mitigation
strategy keeps this overhead minimal.

By analyzing these factors, we aim to identify the strategy
that provides the optimal trade-off between efficacy and cost.
To evaluate the mitigation strategies, we conduct simulations

FIGURE 6. Number of fake events needed to form a compromised
pathway with Pair Shuffling and without any mitigation strategy.

that consider only fake events, as the occurrence of genuine
events could introduce variability and affect the accuracy of
our assessment.

A. PERIODIC MITIGATION: PAIR SHUFFLING
In this strategy, after every M events, drones in the grid are
randomly paired, and each drone swaps positions with its
assigned partner. This pairing and swapping process continues
until all drones have been considered. This random exchange
of positions increases unpredictability in drone arrangements,
hindering the attacker’s ability to create compromised path-
ways within the grid.

To assess the effectiveness of this strategy, we perform
1,000 simulations for every combination of security config-
uration, λ (1% , 3% , 5% , 10% , and 15% ), and mitigation
frequency M (every 2, 5, or 10 events). In this and all subse-
quent simulations, the process is terminated if a compromised
pathway is not reached within 5,000 steps. Fig. 6 shows the
efficacy of the Pair Shuffling at varying values of λ. The
three plots correspond to the low, medium, and high security
configurations, shown from top to bottom. The blue, orange,
and green dashed lines indicate the mitigation frequency
(M = 2, 5, 10), respectively, while the red dotted line shows
the number of fake events required to create a compromised
pathway without mitigation. The figure shows that frequent
mitigation substantially improves efficacy at low values of λ,
but its impact diminishes as λ increases.

Table 4 reports the number of fake events required for the
attacker to create a compromised pathway under the mitiga-
tion strategy (column Pair) for the intermediate case of M =
5. While the visualizations above illustrate how the effective-
ness of the mitigation strategy varies with different values of
M, we report numerical results for the intermediate setting
to improve readability and ensure consistency with subse-
quent experiments. The table shows that, if the percentage of
vulnerable drones λ is less than 10% , the number of fake
events needed by the attacker increases by at least a factor
of 5, demonstrating the effectiveness of the strategy in these

VOLUME 7, 2026 87



SASSI ET AL.: DESIGNING FOR THE UNLIKELY: MITIGATION AGAINST RARE, HIGH-IMPACT THREATS

TABLE 4. Average Number of Steps That the Attacker Needs to Create a Compromised Pathway Without Mitigation (—), With Pair, Hamiltonian Shuffling
an Path Perturbation in the Different Configuration Settings (Low, Medium, High Security)

TABLE 5. Cost to Apply Mitigation Strategies to Handle 1000 Events

scenarios. However, its effectiveness decreases for higher val-
ues of λ, particularly in low-security configurations.

Although effective, the Pair Shuffling strategy introduces
significant overhead. To evaluate the cost of this mitigation
procedure, we simulate a scenario in which the strategy is
applied every five events over a sequence of 1,000 events,
resulting in 200 mitigation executions. Table 5 reports the
total number of steps required in this setting. The results show
that the cost of this countermeasure is extremely high, ranging
from 5.4 to 8.2 million steps depending on the security config-
uration. This overhead arises because, during each mitigation
phase, all drones are reassigned and may need to travel across
distant regions of the surveilled area. One possible way to
reduce this overhead is to shuffle only a fraction of the drones.
However, this trade-off directly affects the countermeasure’s
efficacy, as some compromised drones may not be relocated
during the mitigation phase.

Additionally, this strategy impacts the response-time opti-
mality guaranteed by the CPH algorithm. Since drones require
time to traverse the matrix and complete the shuffle operation,
this strategy introduces delays in responding to requests. In
the worst-case scenario, if two drones located at opposite ends
of the matrix must swap, the cost is O(r + q).

B. PERIODIC MITIGATION: HAMILTONIAN SHUFFLING
The Hamiltonian-based approach is introduced to address the
high overhead of the Pair Shuffling strategy. The objective
is to design a relocation method in which drones move only
one step, consistent with their regular operation during event
handling. To this end, we model the monitored border as a
grid graph, where each cell is a node connected to its adjacent
cells. This graph representation enables shuffling drones by
sliding them along Hamiltonian cycles, cyclic paths that visit
every node exactly once. In this way, drones relocate in a

FIGURE 7. This figure illustrates an example of Hamiltonian shuffling
applied to a grid of size 5 × 40 with a section of size 5 × 8.

fully coordinated manner, advancing one step at a time during
mitigation and thereby substantially reducing relocation costs.

To be effective, this strategy requires varying the Hamil-
tonian cycle used for shuffling the drone in each mitigation
phase. If the same cycle is used repeatedly, it may become
predictable to the attacker, who could then adapt their strat-
egy to exploit it. Therefore, an ideal implementation involves
computing a different Hamiltonian cycle over the grid graph
for each mitigation phase. However, finding a Hamiltonian
cycle in a grid graph is NP-hard [7]. Thus, even pre-computing
Hamiltonian cycles over a large grid, such as those considered
in our study, may be infeasible for the defender.

To address this issue, we propose to divide the grid into
smaller sections, for which it is feasible for the defender to
precompute the cycle. Then, for each section, all directed
Hamiltonian cycles are precomputed. Finally, every M events,
a precomputed Hamiltonian cycle is randomly selected for
each section, and the drones are shifted along the correspond-
ing path. Fig. 7 shows an example of the application of this
strategy on a grid of size 5× 40, with chunks of size 5× 8.
Despite the modest size, the number of such cycles is signifi-
cant: there are 3,392 different directed Hamiltonian cycles in
a 5× 8 grid graph.

To evaluate the efficacy of the Hamiltonian Shuffling and
allow for a direct comparison with the Pair shuffling method,
we conduct simulations using the same experimental settings.
Fig. 8 reports the results across varying values of λ, with three
plots corresponding to the different security configurations.
Dashed lines indicate the mitigation frequency (M), while the
red dotted line shows the number of fake events required to
create a compromised pathway without any mitigation. The
Figure shows that the Hamiltonian-based strategy demon-
strates good efficacy, notably increasing the number of fake
events required by the attacker, particularly in the Medium
and High security configurations. However, its overall effec-
tiveness is lower than that of the Pair shuffling approach (see
Table 4).
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FIGURE 8. Number of fake events needed to form a compromised
pathway with Hamiltonian Shuffling and without any mitigation strategy.

The main limitation of the Hamiltonian approach is that,
during each mitigation phase, compromised drones are dis-
placed by at most one cell from their original position. Thus,
this strategy is less disruptive than the Pair shuffling strategy,
which can reposition compromised drones to distant locations.
However, this lower level of disruption offers a substan-
tial cost advantage. As shown in Table 5, the Hamiltonian
strategy is far more efficient, requiring over 30 times fewer
total steps than the Pair Shuffling technique. Moreover, it
causes no degradation in response time, as the entire mitiga-
tion completes in a single time step, with all drones moving
synchronously by one cell along the predefined Hamiltonian
cycle.

C. RUNTIME MITIGATION: PATH PERTURBATION
As the final countermeasure, we introduce the Path Perturba-
tion technique, a runtime mitigation strategy that integrates
directly into the drone movement protocol by modifying the
Coordinated Path Hop (CPH) algorithm. In CPH, drones re-
spond to an event by moving one step along the shortest path
from the position of the extra drone to the event location.
Although this approach optimizes for minimal movement cost
in responding to events, its deterministic nature makes the
resulting drone movements predictable and exploitable by an
attacker.

The core idea behind the Path Perturbation technique is
to introduce controlled randomness during path computation,
slightly altering the shortest path to reduce predictability. In
particular, the mitigation introduces a virtual event V , ran-
domly placed within a fixed-size area around the extra drone.
Instead of computing the shortest path directly from the ex-
tra drone to the request location, the protocol constructs a
composite path that first leads to the virtual event V and then
continues to the original request. This composite path adds un-
predictability to drone movements. Since the attacker cannot
anticipate the position of V , they cannot reliably manipulate
drone movements toward a compromised pathway, thereby
reducing the effectiveness of the attack with only minimal
overhead in movement cost.

FIGURE 9. Number of fake events needed to form a compromised
pathway in absence of any mitigation strategy and with Path Perturbation.

FIGURE 10. Example of the Path perturbation mitigation strategy.

In the following, we propose a procedure for implementing
the idea behind the Path Perturbation mitigation.

1) Define the perturbation area: Around the position of the
extra drone E , define a fixed-size square area of size
l × l , referred to as the perturbation area. This region
represents the space in which virtual events can be gen-
erated to introduce randomness in the path.

2) Generate a virtual event: Upon each event request R,
uniformly sample a location V within the perturbation
area centered on E . This virtual event introduces an
intermediate point along the path from E to R.

3) Construct the perturbed path: Concatenate the shortest
path from E to the virtual event V with the shortest path
from V to the original request R, forming a composite
path E → V → R.

4) Move drones along the path: Apply the same one-cell
shift mechanism used in the CPH protocol, moving each
drone along the composite path toward the next posi-
tion, until the request R is fulfilled.

Fig. 10 illustrates an example of the protocol execution. In
this scenario, assume the attacker aims to move the vulnerable
drone C toward the right in order to form a compromised
pathway along the target column (highlighted in red). An extra
drone is located at the cell marked with an E. To move C to the
right, the attacker places a fake request at position R. Under
the standard CPH protocol, the shortest path between the extra
drone E and the request location R would be computed (shown
with red arrows in the figure). Then, all the drones on the
path, including C, slide toward the target column. However,
with the path perturbation mitigation in place, a randomized
intermediate request V is generated within an area of size
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3× 3 around the extra drone E , shown in light blue in the
figure. Then, the drones follow a perturbed path formed by
the concatenation of the shortest path from E to V , and from
V to R (shown in green in the figure). This perturbed path
prevents the movement of C toward the target column. Since
the location of V is very hard to predict for the attacker, he
cannot adapt its strategy accordingly.

For the sake of comparison, we evaluate the efficacy of
the Path Perturbation under the same settings used for the
previous two mitigation strategies. The results of this analysis
are shown in Fig. 2. Unlike periodic mitigation strategies,
Path Perturbation integrates directly into the drone movement
protocol and requires no mitigation frequency M. Instead, it
introduces a new parameter: the size of the area l × l where
virtual events may be generated. Accordingly, for each secu-
rity configuration, we report the number of fake events needed
to build a compromised pathway using area sizes of 10× 10,
20× 20, and 50× 50, indicated by blue, orange, and green
dashed lines, respectively. In Table 4 we report the results for
an area of size 20× 20, which empirically provided a good
trade-off between the efficacy of the solution and the cost. The
table shows that the perturbed path strategy outperforms both
the Couple Shuffling and Hamiltonian Shuffling strategies,
dramatically increasing the number of fake requests that the
attacker needs to perform. Path Perturbation also performs
well in the Low Security Scenario, where the Pair and Hamil-
tonian Shuffling fail to achieve good performances. Indeed,
even in a setting with 15% of compromised drones, where the
Pair Shuffling and Hamiltonian can increase the number of
fake events needed by the attacker from 2.5 to, respectively, 9
and 7 events, the Path Perturbation algorithm achieved excel-
lent performances, bringing the number of events needed to
177. Additionally, as shown in Table 5, the Path perturbation
strategy has a much lower cost in terms of steps. In this case,
since the mitigation is not a separate dedicated phase, its cost
is measured as the extra steps a drone takes when following
the perturbed path instead of the shortest path.

VI. GENERAL METHODOLOGY FOR IDENTIFYING AND
MITIGATING RARE HIGH-IMPACT CYBER THREATS
This section abstracts the key concepts derived from the
drone-based border monitoring case study into a generalizable
framework to address rare but high-impact events. The goal is
to provide a methodology that can be applied to a wide range
of cybersecurity and cyber-physical systems. The framework
consists of three core phases that guide the analysis and miti-
gation process.

Phase 1. System Formalization: The first phase of the
framework formalizes the system’s operational model by
defining its state space, identifying unsafe configurations, and
characterizing the transition dynamics that govern its evolu-
tion. In particular:
� The set of all states S , representing all possible config-

urations of the system. In the drone monitoring case, S
includes all possible arrangements of drones within the
r × q grid.

� A subset of unsafe states Sunsa fe ⊆ S , corresponding
to configurations that violate safety or security of the
system. In our case study, Sunsa fe contains all configu-
rations with a compromised pathway. This configuration
is unsafe, as it allows unauthorized crossing.

� A set of events E , representing all events that lead to
a change in configuration. In the drone scenario, E in-
cludes all events that cause drones to move on the grid,
whether genuine or forged.

� A transition function f : S × E → S , which maps a
state and an event to the resulting next state. In our case,
f corresponds to the CPH described in Section II, which
enables drone movements in response to events.

The first phase establishes the foundation for analyzing the
system’s behavior. Identifying all possible states, transition
functions, and especially unsafe configurations can be chal-
lenging and may require a combination of abstract modeling
and simulation-based exploration.

Phase 2. Vulnerability Identification: The second phase
examines how sequences of adversarial manipulations can ex-
ploit the deterministic patterns of the system to trigger catas-
trophic outcomes. After modeling the system, it is essential to
assess whether its transition function reveals deterministic or
predictable behaviors that an attacker could exploit. Indeed,
even if the probability of reaching an unsafe state is negli-
gible under benign conditions (i.e., it can be considered a
rare event), the system’s predictability allows an attacker to
craft carefully chosen event sequences that gradually steer the
system toward Sunsa fe:

S0
E0−→ S1

E1−→ . . .
Ek−1−−→ Sk,

where Sk ∈ Sunsa fe. In practical terms, an attacker who can
observe or infer the deterministic behavior of f can antici-
pate the system’s reactions and exploit them. Therefore, this
phase focuses on identifying predictable transitions, particu-
larly those driven by decision rules that always yield the same
optimal response for a given state-event pair.

Phase 3. Mitigation design: The final phase focuses on
the introduction of controlled randomness to mitigate vulner-
abilities while maintaining acceptable system performance.
Randomness can be introduced by periodically altering the
state of the system in ways that are unpredictable to the
attacker or by modifying the transition function itself to in-
clude probabilistic elements. In the drone scenario, the first
approach involves periodically shuffling drone positions (pe-
riodic mitigation), while the second is achieved through the
path perturbation mechanism (runtime perturbation). The sim-
ulation results show that the latter preserves near-optimal
response times while adding only a minor overhead in the
number of drone movements. Thus, a general and practical
approach suggested by our case study is to preserve opti-
mal decision-making while introducing slight variations. This
strategy ensures that even if attackers understand the system,
they cannot reliably predict its evolution, allowing it to con-
tinue operating with near-optimal efficiency.
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VII. RELATED WORK
Low-probability, high-impact events have been widely stud-
ied in economics, where they are commonly referred to as
tail risks [8], [9]. They represent statistically rare events in
financial markets that often result in disproportionately large
losses, such as those experienced during the 2008 financial
crisis [10] and COVID-19 [11]. The management of tail risk
has been extensively analyzed, with particular attention to
its effects on asset prices [12] and strategies for systematic
mitigation [13]. However, this kind of events remain largely
unexplored in cybersecurity [14], [15], and no prior work
addresses drone systems. Our study is the first to analyze
this phenomenon and propose countermeasures. We show
that deterministic protocols prioritizing optimality, without
considering adversarial manipulation, are inherently vulner-
able. For instance, Giri et al. [16] enhance Wolfson’s grid
partitioning algorithm by using non-uniform cells, improves
spatial efficiency but remains vulnerable. More generally, our
findings apply to any system with optimal path planning [17]
in discrete spaces, such as warehouses, smart factories, or
autonomous vehicles, where attackers can exploit predictable
behavior via fake requests or obstacles, causing unsafe or
inefficient configurations.

Black swan events: Black Swan events, popularized by
Taleb [18], are highly improbable, extremely consequential,
and often rationalized only in retrospect. By definition, they
differ from the events we analyze here, which remain are un-
likely, but predictable. Aven [19] refines Taleb’s view, attribut-
ing many such events to the limits of probabilistic reasoning
rather than true unpredictability. Lindaas and Pettersen [20]
propose “de-blackening” strategies to expose hidden vulner-
abilities, while Maslen and Hayes [21] emphasize incident
reporting as a way to prevent recurring failures from being
misclassified as unforeseeable. Black Swan theory is espe-
cially relevant to cybersecurity, where rare attacks can have
devastating consequences [22]. Notable examples include the
SolarWinds supply chain compromise [23], the Log4J vulner-
ability [24], and the Colonial Pipeline ransomware attack [25],
all of which revealed latent weaknesses with cascading effects
across critical infrastructure.

VIII. CONCLUDING REMARKS
This work demonstrates that developing practical mitigation
against rare but high-impact threats is both feasible and nec-
essary. Using autonomous drone-based border monitoring as
a case study, where events are managed optimally and appear
harmless in isolation, attackers can exploit the system’s deter-
ministic behavior to trigger deliberately rare but high-impact
events. Although the natural formation of a compromised
pathway is extremely unlikely, often requiring more than a
million random events, our results show that an attacker can
achieve the same result with only a few hundred carefully
crafted events.

To address these vulnerabilities, we introduced and evalu-
ated two classes of mitigation strategies—periodic and run-
time. Our findings show that incorporating small amounts of

randomness into the drone coordination protocol substantially
strengthens resilience against adversarial manipulation while
incurring negligible efficiency costs.

Although our focus was on a specific drone coordination
protocol, the underlying lesson is broader: vulnerabilities of-
ten arise not from the physical agents themselves, but from
deterministic, optimization-driven decision-making in adver-
sarial environments. This insight applies to a wide range
of domains, including multi-agent pathfinding, warehouse
robotics, and autonomous vehicle routing, where predictabil-
ity in system behavior can be manipulated to undermine the
intended design and safety specification. By embracing mod-
est inefficiencies and randomness, such systems can better
withstand rare but high-impact threats without sacrificing op-
erational effectiveness.
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