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Abstract. Multilinguality is a key feature of today’s Web, and it is this feature
that we leverage and exploit in our research work at the Sapienza University of
Rome’s Linguistic Computing Laboratory, which we are going to overview and
showcase in this paper.
We start by presenting BabelNet 2.5 [21,22], available at http://babelnet.
org, a very large multilingual encyclopedic dictionary and semantic network,
which currently covers 50 languages and provides both lexicographic and ency-
clopedic knowledge for all the open-class parts of speech, thanks to the seamless
integration of WordNet, Wikipedia, Wiktionary, OmegaWiki, Wikidata and the
Open Multilingual WordNet.
Next, we present Babelfy [17], available at http://babelfy.org, a unified
approach that leverages BabelNet to jointly perform word sense disambiguation
and entity linking in arbitrary languages, with performance on both tasks on a par
with, or surpassing, those of task-specific state-of-the-art supervised systems.
Finally we describe two approaches to large-scale knowledge acquisition and val-
idation: video games with a purpose [11,33], a novel, powerful paradigm for the
large-scale acquisition and validation of knowledge and data, implemented as
an online platform (http://knowledgeforge.org), and WiBi [7], avail-
able at http://wibitaxonomy.org, our approach to the construction of a
Wikipedia bitaxonomy, that is, the largest and most accurate currently available
taxonomy of Wikipedia pages and taxonomy of categories, aligned to each other.

1 Introduction

Integrating Knowledge. The creation of very large knowledge bases has been made pos-
sible by the availability of collaboratively-curated online resources such as Wikipedia
and Wiktionary [14]. These resources are increasingly becoming enriched with new
content in many languages and, although they are only partially structured, they provide
a great deal of valuable knowledge which can be harvested and transformed into struc-
tured form [10,23]. Prominent examples include DBpedia [2], YAGO [9] and WikiNet
[18]. However, these resources are mostly focused on the encyclopedic side of knowl-
edge, overshadowing the lexicographic side which is covered in dictionaries. It is this
weakness that we addressed in BabelNet [21,22], thanks to the automatic creation of
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a large multilingual semantic network which integrates both lexicographic and ency-
clopedic knowledge from several different resources, including WordNet, Wikipedia
and Wiktionary. BabelNet preserves the organizational structure of WordNet, i.e., it en-
codes concepts and named entities as sets of synonyms (synsets), but also takes it to the
next level: the lexicalizations within synsets are available in multiple languages and the
lexicographic information typical of WordNet is complemented with wide encyclope-
dic coverage, resulting in an intertwined network of concepts and named entities. We
overview BabelNet in Section 2.

Disambiguating with Knowledge. Recent years have witnessed a surge in the amount
of text published on the Web in a wide variety of languages. Being able to understand
this text automatically at the semantic level is key, in that it enables Natural Language
Processing tasks which are not only cross-lingual, but also independent of the language
of the user input and the data exploited to perform the task. In order to enable automatic
text understanding, Word Sense Disambiguation (WSD) [19,20] has to be performed.
WSD is a historical task aimed at assigning meanings to single-word and multi-word
occurrences within text, a task which is more alive than ever in the research commu-
nity. In fact, the collaborative creation of large semi-structured resources has favoured
the emergence of new tasks, such as Entity Linking (EL) [29], and opened up new pos-
sibilities for tasks such as Named Entity Disambiguation (NED) and Wikification. The
aim of EL is to discover encyclopedic mentions of entities within a text and to link
them to the most suitable entry in a reference knowledge base. Unfortunately, creating
large amounts of training data for all possible meanings is not a feasible task, unless we
resort to pseudowords [25], not to mention the multilingual aspect of such an effort. As
a result, supervised systems are not suitable to this task.

In our laboratory, we recently proposed a novel wide-coverage graph-based algo-
rithm, called Babelfy [17], for performing WSD and EL at the same time in arbitrary
languages with state-of-the-art performance. We present Babelfy in Section 3.

Structuring Knowledge. Unlike the case with smaller manually-curated resources such
as WordNet [6], in many large automatically-created resources the taxonomical infor-
mation is either missing, mixed across resources, e.g., linking Wikipedia categories to
WordNet synsets as in YAGO, or coarse-grained as is the case in DBpedia, whose hy-
pernyms link to a small upper taxonomy.

Current automatic approaches in the literature have mostly focused on the extrac-
tion of taxonomies from the network of Wikipedia categories. WikiTaxonomy [28], the
first approach of this kind, was based on the use of heuristics to determine whether is-a
relations hold between a category and its subcategories. Subsequent approaches have
also exploited heuristics, but have extended them to any kind of semantic relation ex-
pressed in the category names [18]. But while the above-mentioned attempts provide
structure for categories, surprisingly little attention has been paid to the acquisition of a
taxonomy for Wikipedia pages themselves. For instance, [30] provided a vector-based
method which, however, was incapable of linking pages which do not have a WordNet
counterpart. Higher coverage is provided by [15] thanks to the use of a set of effective
heuristics, however, the approach also relies on WordNet and sense frequency informa-
tion.
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In our laboratory we tackled the task of taxonomizing Wikipedia in a way that is
fully independent of other existing resources such as WordNet. The output of our re-
search, WiBi [7], is a novel approach to the creation of a Wikipedia bitaxonomy, that
is, a taxonomy of Wikipedia pages aligned to a taxonomy of categories. At the core of
our approach lies the idea that the information at the page and category level are mutu-
ally beneficial for inducing a wide-coverage and fine-grained integrated taxonomy. We
present WiBi in Section 4.

Playing with Knowledge. Not only do our systems inherently make mistakes in integrat-
ing lexical-semantic resources and in disambiguating text, but virtually all of Natural
Language Processing depends on annotated examples. Possible options to address the
annotation bottleneck are crowdsourcing [32] and games with a purpose [4,24]. How-
ever, while gamifying an annotation task has been shown to yield better quality and
higher user engagement [12], most of the proposed games are inherently text-based,
i.e., closer to a traditional annotation task than to video games people typically play.

In our laboratory, we introduced a novel paradigm for gamifying annotation tasks
based on video games with a purpose, that is, games with graphical, dynamic features.
Key to our approach are the development of a video game that is playable alone and the
seamless integration of the annotation task into the game as a central component. The
underlying idea is that, by focusing on the game play, players feel engaged and provide
higher-quality annotations. We describe this novel paradigm in Section 5.

2 BabelNet

BabelNet (http://babelnet.org) is a large-scale encyclopedic dictionary and
semantic network which encodes knowledge as a labeled directed graph G = (V,E)
where V is the set of nodes – i.e., concepts such as play and named entities such as
Shakespeare – and E ⊆ V × R × V is the set of edges connecting pairs of concepts
(e.g., play is-a dramatic composition). Each edge is labeled with a semantic relation
from R, e.g., {is-a, part-of , . . . , ε}, where ε denotes an unspecified semantic relation.
Importantly, each node v ∈ V contains a set of lexicalizations of the concept for dif-
ferent languages, e.g., { playEN, TheaterstückDE, drammaIT, obraES, . . . , pièce
de théâtreFR }. We call such multilingually lexicalized concepts Babel synsets. At
its core, concepts and relations in BabelNet are harvested from the largest available
semantic lexicon of English, WordNet, and a wide-coverage collaboratively-edited en-
cyclopedia, Wikipedia. In order to construct the BabelNet graph, we extract at different
stages: from WordNet, all available word senses (as concepts) and all the lexical and
semantic pointers between synsets (as relations); from Wikipedia, all the Wikipages
(i.e., Wikipages, as concepts) and semantically unspecified relations from their hyper-
links. WordNet and Wikipedia overlap both in terms of concepts and relations: this
overlap makes the merging between the two resources possible, enabling the creation
of a unified knowledge resource. In order to enable multilinguality, we collect the lex-
ical realizations of the available concepts in different languages. Finally, we connect the
multilingual Babel synsets by establishing semantic relations between them. Thus, our
methodology consists of three main steps:

http://babelnet.org
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1. We integrate WordNet and Wikipedia by automatically creating a mapping be-
tween WordNet senses and Wikipages. This avoids duplicate concepts and allows
their inventories to complement each other.

2. We collect multilingual lexicalizations of the newly-created concepts (i.e., Babel
synsets) by using (a) the human-generated translations provided by Wikipedia (i.e.,
the inter-language links), as well as (b) a machine translation system to translate
occurrences of the concepts within sense-tagged corpora.

3. We create relations between Babel synsets by harvesting all the relations in Word-
Net and in the wikipedias in the languages of interest.

Starting from this core, thanks to pairwise automatic mapping algorithms [26], the
current version, i.e., BabelNet 2.5, integrates the following resources:

– WordNet [6], a popular computational lexicon of English (version 3.0),
– Wikipedia,1 the largest collaborative multilingual Web encyclopedia (October 2012

dumps),
– Open Multilingual WordNet [3], a collection of wordnets available in different lan-

guages (August 2013 dump),
– OmegaWiki,2 a large collaborative multilingual dictionary (01/09/2013 dump).
– Wiktionary,3 a large collaborative dictionary (11/03/2014 dump).
– Wikidata,4 a collaborative project for creating a large knowledge base (20/04/2014

dump).

BabelNet is available online not only as (i) a public user interface for human con-
sumption, but also as LLOD (Linguistic Linked Open Data) [5] using the lemon-RDF
model [13] via: (ii) a public SPARQL endpoint set up using the Virtuoso Universal
Server; (iii) dereferenceable URIs available via the Pubby Linked Data SPARQL fron-
tend.

3 Babelfy

Babelfy (http://babelfy.org) is a unified graph-based approach to EL and WSD
based on a loose identification of candidate meanings coupled with a densest subgraph
heuristic which selects high-coherence semantic interpretations [17]. Babelfy works in
three steps:

1. Given a lexicalized semantic network, we associate with each vertex, i.e., either
concept or named entity, a semantic signature, that is, a set of related vertices.
This is a preliminary step which needs to be performed only once, independently
of the input text.

2. Given a text, we extract all the linkable fragments from this text and, for each of
them, list the possible meanings according to the semantic network.

1 http://wikipedia.org
2 http://omegawiki.org
3 http://wiktionary.org
4 http://wikidata.org
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3. We create a graph-based semantic interpretation of the whole text by linking
the candidate meanings of the extracted fragments using the previously-computed
semantic signatures. We then extract a dense subgraph of this representation and
select the best candidate meaning for each fragment.

Our experiments show state-of-the-art performances on both WSD and EL tasks on
6 different gold-standard datasets, including a multilingual setting. An online API is
available for querying Babelfy in any of the 50 languages currently available in Babel-
Net [16].

4 WiBi: The Wikipedia Bitaxonomy

In order to provide a taxonomical backbone for the entire BabelNet (instead of limiting
it to the WordNet subgraph only), we proposed a method for producing hypernym (i.e.,
is-a) relations for most of the Wikipedia pages. At the core of our approach lies the
idea that the information at the page and category level are mutually beneficial for
inducing a wide-coverage and fine-grained integrated taxonomy. We induce a Wikipedia
Bitaxonomy (WiBi) [7], i.e., a taxonomy of pages and categories, in 3 phases:

1. Creation of the initial page taxonomy: as a first step, we create a taxonomy for
the Wikipedia pages by parsing textual definitions, extracting the hypernym(s) and
disambiguating them according to the page inventory.

2. Creation of the bitaxonomy: we leverage the hypernyms in the page taxonomy,
together with their links to the corresponding categories, so as to induce a taxonomy
over Wikipedia categories in an iterative way. At each iteration, the links in the
page taxonomy are used to identify category hypernyms and, conversely, the new
category hypernyms are used to identify more page hypernyms.

3. Refinement of the category taxonomy: finally we employ structural heuristics to
overcome inherent problems affecting categories.

The output of our three-phase approach, available at http://wibitaxonomy.
org, is a bitaxonomy of millions of pages and hundreds of thousands of categories for
the English Wikipedia. Our experiments show that WiBi provides a richer and more
accurate structure than those produced in the literature, with nearly full coverage of
pages and categories. While BabelNet currently covers Wikipedia pages only, in the
near future we also plan to integrate categories together with their is-a relations from
WiBi.

5 Video Games with a Purpose

Automatic systems make unavoidable mistakes, e.g. when integrating different lexical-
semantic resources or disambiguating text. Moreover, the knowledge acquisition bottle-
neck hampers the creation and enrichment of datasets and knowledge bases. To address
these two questions, that is, the validation and annotation of linguistic items, we pro-
posed using video games with a purpose [11,33] as a novel paradigm inspired by the

http://wibitaxonomy.org
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idea of games with a purpose [1]. Here, the annotation tasks are transformed into el-
ements of a video game where players accomplish their jobs by virtue of playing the
game, rather than by performing a more traditional annotation task. While prior efforts
in NLP have incorporated games for performing annotation and validation [31,8,27],
these games have largely been text-based, adding game-like features such as high-scores
on top of an existing annotation task. In contrast, we introduce video games with graph-
ical 2D gameplay that is similar to what game players are familiar with. The fun nature
of the games provides an intrinsic motivation for players to keep playing, which can
increase the quality of their work and lower the annotation cost.

Our work provides the following contributions:

– We demonstrate effective video game-based methods for both validating and ex-
tending semantic networks [33], and for disambiguating text [11], using video
games that operate on complementary sources of information: semantic relations
and sense-image mappings.

– In contrast to previous work, the annotation quality can be determined in a fully
automatic way thanks to the use of automatically-extracted negative items and ap-
propriate game play mechanisms [33].

– We demonstrate that converting games with a purpose into more traditional video
games creates an increased player incentive such that players annotate for free,
thereby significantly lowering annotation costs below that of crowdsourcing.

– We show that games produce better quality annotations than crowdsourcing.

Our video game with a purpose paradigm is implemented as an online platform
(http://knowledgeforge.org) where games can be supplied by developers and
played by users who contribute annotations.

6 Conclusion

It is an exciting time for Natural Language Processing! Multilinguality is now addressed
both in terms of automatic lexical-semantic resource building and integration and for
high-performance disambiguation and entity linking. Moreover, novel paradigms, such
as video games with a purpose, provide effective ways to contribute large amounts of
annotations and validations, thereby bringing down the cost of such tasks and increas-
ingly reducing the inevitable error rate intrinsic to automatic techniques.
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