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Abstract
We study Plurality Consensus in the Gossip Model over a network of $n$ anonymous agents. Each agent supports an initial opinion or color. We assume that at the onset, the number of agents supporting the plurality color exceeds that of the agents supporting any other color by a sufficiently-large bias, though the initial plurality itself might be very far from absolute majority. The goal is to provide a protocol that, with high probability, brings the system into the configuration in which all agents support the (initial) plurality color.

We consider the Undecided-State Dynamics, a well-known protocol which uses just one more state (the undecided one) than those necessary to store colors.

We show that the speed of convergence of this protocol depends on the initial color configuration as a whole, not just on the gap between the plurality and the second largest color community. This dependence is best captured by a novel notion we introduce, namely, the monochromatic distance $md(\mathbf{c})$ which measures the distance of the initial color configuration $\mathbf{c}$ from the closest monochromatic one. In the complete graph, we prove that, for a wide range of the input parameters, this dynamics converges within $O(md(\mathbf{c}) \log n)$ rounds. We prove that this upper bound is almost tight in the strong sense: Starting from any color configuration $\mathbf{c}$, the convergence time is $\Omega(md(\mathbf{c}))$.

Finally, we adapt the Undecided-State Dynamics to obtain a fast, random walk-based protocol for plurality consensus on regular expanders. This protocol converges in $O(md(\mathbf{c}) \log(n))$ rounds using only $\log(n)$ local memory. A key-ingredient to achieve the above bounds is a new analysis of the maximum node congestion that results from performing $n$ parallel random walks on regular expanders.

All our bounds hold with high probability.
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1 Introduction
Reaching Plurality Consensus is a fundamental task in distributed computing. Each agent of a distributed system initially supports a color, i.e. a number $i \in [k] = \{1, 2, \ldots, k\}$ (with $2 \leq k \leq n$). In the initial color configuration $\mathbf{c} = (\bar{c}_1, \ldots, \bar{c}_k)$ (where $\bar{c}_i$ denotes the number of agents supporting color $i \in [k]$), there is an initial plurality $\bar{c}_1$ of agents supporting the plurality color (wlog, we assume that color communities are ordered, so that $\bar{c}_i \geq \bar{c}_{i+1}$ for any $i \leq k - 1$). Initially, every agent only knows its own color; the goal is a distributed algorithm that, with high probability (in short, w.h.p.)\(^1\), brings the system into the target configuration, i.e., the monochromatic configuration in which all agents support the initial plurality color. In the remainder, the subset of agents supporting color $i$ is called the $i$-color community.

This problem is also known as majority consensus or proportionate agreement [3, 1, 31], but we prefer the term plurality in this paper, in order to emphasize that the initial plurality $\bar{c}_1$ might be far from the (absolute) majority: for instance, it could be some root of $n$. We study plurality consensus in the Gossip model [9, 15, 23] in which each of $n$ agents of a communication network can, in every round, contact one (possibly random) neighbor to exchange information. Agents can be anonymous, i.e., they don’t need to possess unique labels. A major open question for the plurality consensus problem is whether a plurality protocol exists that converges in polylogarithmic time and uses only polylogarithmic local memory [3, 1, 31].

There is a strong interest for simple plurality protocols (called dynamics) in which agents possess just a few more states than those necessary to store the $k$ possible colors [3, 5, 13, 16, 8, 31]. In this paper, we consider the Undecided-State Dynamics\(^2\), that has been introduced in [3] and analyzed in [3, 31] only in the binary case (i.e. $k = 2$). The analysis of the multivalued case (i.e. $k > 2$) has been proposed in [3, 1, 13, 16, 25] as an open problem and considered in [22] on a different dis-
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tributed model when $k$ is an absolute constant (which we do not assume here). The interest for this dynamics touches areas beyond the borders of computer science. It appears to play a major role in important biological processes modelled as so-called chemical reaction networks [8, 17].

As discussed further in the introduction, in previous work, the performance of this dynamics on the complete graph has been evaluated w.r.t. the following parameters: the number $n$ of nodes, the number $k$ of colors, and the initial bias towards the plurality color, with the latter characterized in terms of a parameter that only depends on the relative magnitude\(^3\) of $\hat{c}_1$ and $\hat{c}_2$.

However, when $k > 2$, any such measure of the initial bias is not sensitive enough to accurately capture the convergence time of a plurality protocol: a *global* measure is needed, i.e., one that reflects the whole initial color configuration. To better appreciate this issue, consider the two configurations $\vec{c}$ and $\vec{c}'$ in Fig. 1. Whether the absolute difference or the relative ratio is used to measure the initial bias, the color configuration $\vec{c}'$ appears to be not “worse” than $\vec{c}$. Still, computer simulations and intuitive arguments suggest that, under any “natural” plurality protocol, the almost-uniform color distribution $\vec{c}'$ can result in much larger convergence times than the highly-concentrated color configuration $\vec{c}$.

To the best of our knowledge, the impact of the whole initial color configuration on the speed of convergence of plurality protocols has never been analyzed before.

\[
\text{md}(\vec{c}) = \sum_{i=1}^{k} \left( \frac{c_i}{c_1} \right)^2
\]

We use $\text{md}$ to characterize the bias of the initial configuration. In particular, note that $\text{md}(\vec{c})$ measures the extent to which $\vec{c}$ is “uniform”: Indeed, the higher the extent of the bias towards a small subset of the colors (including the plurality one), the smaller the value of $\text{md}(\vec{c})$. As an example, in Fig. 1, $\text{md}(\vec{c})$ can be substantially smaller than $\text{md}(\vec{c}')$. At the extremes, when there are only $O(1)$ color communities of size $\Theta(\hat{c}_1)$, we have $\text{md}(\vec{c}) = \Theta(1)$ while, when $\Theta(k)$ color communities have size $\Theta(n/k)$, we have $\text{md}(\vec{c}) = \Theta(k)$.

The simple strategy of the Undecided-State Dynamics [3, 31] is to “add” one extra state to somewhat account for the “previous” opinion supported by an agent (see Section 2 and Table 1 for a definition of this dynamics). In [1, 3, 4, 6, 18, 31, 22], the same dynamics has been analyzed under different distributed models and/or under very different initial assumptions (among others, under the assumption that $k$ is an absolute constant). In these settings, important aspects of the complex dependence of the dynamics’ evolution on the overall shape of the initial color configuration are missed.

We analyse the Undecided-State Dynamics using a technique that strongly departs from past work and that allows us to address the plurality consensus problem in the general setting. Our analysis achieves almost-tight bounds on convergence time. Formally, let $k = k(n)$ be any function such that $k = O((n/\log n)^{1/3})$, and consider any initial configuration $\vec{c} \in \mathcal{S}$ such that $c_1 \geq 1 + \alpha c_2$ where $\alpha > 0$ is any arbitrarily-small constant (this is a weak-bias condition that ensures the convergence of the process towards the plurality color). Then, the Undecided-State Dynamics converges in $O(\text{md}(\vec{c}) \log n)$ rounds w.h.p.

This result is almost-tight in a strong sense. In particular, we are able to prove that, for $k = O((n/\log n)^{1/6})$ and for any initial $k$-colors configurations $\vec{c}$, the convergence time of the Undecided-State Dynamics is linear in the monochromatic distance $\text{md}(\vec{c})$ w.h.p.

The best previous results [5, 23] about plurality protocols will be compared to ours later in this introduction. We only emphasize that, when $k$ is some root of $n$, our refined analysis implies that this dynamics is exponentially faster than the best protocol that uses polylogarithmic bounded memory [5] on a large class of initial color configurations. Moreover, we observe that the Undecided-State Dynamics uses exponentially-smaller message and memory size w.r.t. the fastest (i.e.
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polylogarithmic-time) gossip protocol in [23].

Our analysis is rather general and it can be extended to other interesting topologies. As a case supporting this claim, we show how to adapt the Undecided-State Dynamics for the class of $d$-regular expanders [21], for any degree $d \geq 1$. Efficient dynamics for this class of graphs have only been analyzed for the binary case [13, 26].

In this variant of the Undecided-State Dynamics, the task of selecting random neighbors is simulated by performing $n$ independent random-walks of suitable length. Thanks to the well-known rapidly-mixing properties of $d$-regular expanders [21, 24], we can prove that the new protocol converges in time $O-md(n)$, w.h.p.

The major technical hurdle here is proving that this variant of the protocol still requires $polylog(n)$ local memory. To this aim, we prove that the node congestion is at most $polylog(n)$. The analysis of the process that results from running parallel random walks over a graph has been the subject of extensive research in the past [2, 19, 20, 29, 14]. However, to the best of our knowledge, none has addressed the issues we consider here. In particular, the analysis of node congestion is far from trivial and of independent interest, since efficient protocols for several important tasks in the GOSSIP model (such as node-sampling [14], network-discovery problems [20], and averaging problems [7]) rely on the use of parallel random walks.

Motivations and comparison to previous works.

Plurality consensus (a.k.a. majority consensus or proportionate agreement) is a fundamental problem arising in several areas such as distributed computing [3, 16, 30], communication networks [31], social networks [11, 28, 26] and biology [8].

Applications include fault-tolerance in parallel computing and in distributed database management where data redundancy or replication and majority-rules are used to handle the presence of unknown faulty processors [16, 30]. Another application comes from the task of distributed item ranking, in particular when every node initially ranks some item and the goal is to agree on the rank of the item based on the initial plurality opinion [31]. Further areas of interest of the multi-valued case include distributed cooperative decision-making and control in environmental monitoring, surveillance and security [32]. Finally, converging to the plurality color among a (large) set of initial node colors has been recently used as a basic building block for community detection in dynamic social networks [11].

We remark that, in all such applications, the data domain can span a relatively-large range of values, hence the importance of this problem for large values of $k$.

Interestingly enough, only the binary case is essentially settled, even for complete graphs. In the synchronous model, a simple gossip protocol for computing the median can be used to solve the majority consensus problem in the binary case, with constant memory and message size [16]. The proposed protocol converges in $O(log n)$ time rounds if the initial difference bias $s = |\bar{c}_1 - \bar{c}_2|$ is $\Omega(\sqrt{n \log n})$.

More recently, in [13], the authors provide a rigorous analysis of a simple 2-voting dynamics for the binary case on any (possibly random) regular graph: in the latter case, they provide optimal bounds on the convergence time as a function of the second-largest eigenvalue of the graph.

For the multivalued case, in [5] the authors analyze a gossip protocol, called 3-Majority Dynamics, where at every round, each agent applies a simple majority rule over the colors of three randomly-sampled neighbors. When the initial difference bias is $s = \Omega(\sqrt{n \log n})$, the 3-Majority Dynamics converges in $\Theta(min\{k, n^{1/3}\} \log n)$ rounds using $\Theta(log k)$ memory and message size.

Convergence times of the 3-Majority Dynamics become polylogarithmic only if $\bar{c}_1 \geq n/polylog(n)$, thus they are not polylogarithmic whenever $k = \omega(polylog(n))$ and $\bar{c}_1 = o(n/polylog(n))$. This is the parameter range where our analysis of the Undecided-State Dynamics leads to an exponential speed up w.r.t. the convergence time of the 3-Majority Dynamics. For example, consider an initial "oligarchic" scenario where $k = n^{1/4}$ and a subset $L \subseteq \{k\}$ exists such that $|L| = polylog(n)$, for any $i \in L$, $\bar{c}_i \sim n/\sqrt{k}$, and, for any $i \in \{k\}\setminus L$, $\bar{c}_i \sim n/k$. Clearly, $1, 2 \in L$ and the resulting monochromatic distance is $md(e) = polylog(n)$.

Assuming $\bar{c}_1 \geq (1 + \alpha)/2$ for some $\alpha > 0$ our upper bound implies that, starting from any such configuration, the Undecided-State Dynamics converges in polylogarithmic time, whereas the 3-Majority Dynamics converges in $\Theta(k \log n)$ time [5].

In [23], the authors provide a gossip protocol to compute aggregate functions, which can be used to solve plurality consensus in $polylog(n)$ time starting from any positive bias, but it requires exponentially larger memory and message size (namely $\Theta(k \log n)$). The Undecided-State Dynamics has been introduced and analyzed in [3] for the binary case in the population protocol model (where only one edge is active during a round). They prove that this dynamics has "parallel" convergence time $O(log n)$ whenever the bias $\Omega(\sqrt{n \log n})$. In [4, 6, 18, 31, 25, 22], the same dynamics for the binary case or when $k$ is an absolute constant [22] has been analyzed in different distributed models. Last but not least, interest for this dynamics was stim-
ulated by recent findings in biology: notably, as shown in [8], the structure and dynamics of the “approximate majority” protocol (as it is called there and in [3]) is to a great extent similar to a mechanism that is collectively implemented in the network that regulates the mitotic entry of the cell cycle in eukaryotes.

We mention that similar majority-consensus problems have been studied (for example in [1, 27]) in the LOCAL (communication) model [19, 29] where, however, node congestion and memory size are linear in the node degree of the network.

2 Preliminaries

We consider a complete graph of $n$ anonymous nodes (agents), each of them is initially colored with one out of $k$ possible colors, where $k = k(n) \in [n]$. We assume an initial plurality of agents colored with the plurality color $j \in [k]$. Wlog, we assume $j = 1$. A synchronous protocol for the plurality problem is a finite set of local rules (applied by every agent) that eventually bring the system into the absorbing target configuration, in which all agents share the initial plurality color.

The Undecided-State Dynamics. We analyze the synchronous version of the dynamics introduced in [3] and [31] in the (uniform) GOSSIP model: in every round, each agent pulls the color of a randomly-selected neighbor. If this color differs from its own, the agent enters the undecided state, an extra state that an agent can support. When an agent is in the undecided state and pulls a color, it gets that color. Finally, an agent that pulls either the undecided color or its own color remains in its current state (see also Table 1).

<table>
<thead>
<tr>
<th>$u$ \ $v$</th>
<th>undecided</th>
<th>color $i$</th>
<th>color $j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>undecided</td>
<td>undecided</td>
<td>$i$</td>
<td>$j$</td>
</tr>
<tr>
<td>$i$</td>
<td>$i$</td>
<td>$i$</td>
<td>undecided</td>
</tr>
<tr>
<td>$j$</td>
<td>$j$</td>
<td>undecided</td>
<td>$j$</td>
</tr>
</tbody>
</table>

Table 1: The update rule of the Undecided-State Dynamics where $i, j \in [k]$ and $i \neq j$.

So, differently from other protocols (e.g., the majority dynamics considered in [5]), after the first round agents can also enter an undecided state, to which no color is associated. At each round $t$, the global state of the system is completely characterized by the corresponding color configuration, namely by the vector $c(t) = (c_1^{(t)}, c_2^{(t)}, \ldots, c_k^{(t)}, q^{(t)})$, where $c_i^{(t)}$ (respectively $q^{(t)}$) denotes the number of nodes that are colored $i$ (respectively are in the undecided state) at the end of the $t$-th round. In the initial state, we always have $q^{(0)} = 0$.

As also remarked further, the dynamic process that results from running this protocol on the complete graph induces a finite-state Markov chain defined over the space of all color configurations.

Basic notation. Consider any initial color configuration $c = (c_1, c_2, \ldots, c_k, 0)$. Assume wlog that $c_i \geq c_{i+1}$ for any $i \leq k - 1$. Then, at any time $t \geq 0$, the execution of the protocol (uniquely) determines the probability distribution of the (vectorial) random variable indicating the state at time $t$: $C^{(t)} = (C_1^{(t)}, C_2^{(t)}, \ldots, C_k^{(t)}, Q^{(t)})$. Notice that we omit the dependence of the random state on the initial color configuration in our notation. Since we are considering complete graphs, this random process is clearly a finite-state Markov chain. Lower-case letters will be used to denote functions of the observed color configuration at any specified time. Upper-case letters instead will denote random variables (r.v.s). In particular, $Q^{(t)}$ and $C_i^{(t)}$ denote the number of nodes that are undecided and that have color $i$, respectively, at time $t$.

Finally, when we condition the system to be in a fixed state $c$ at some round, the random community sizes in the next round will be denoted by $C_i^{(t)}$ and $Q'$. Global bias. We define a distance\(^4\) between color configurations as follows:

$$d(c, c') = \sum_i \left( \frac{c_i}{c_1} - \frac{c'_i}{c_1'} \right)^2$$

In particular, consider the set $M$ of the $k$ possible monochromatic color configurations. For any $c$, let $d(c, M) = \min_{c' \in M} \{d(c, c')\}$. It is easy to see that $\text{md}(c) = d(c, M) + 1$.

3 Analysis of the Undecided-State Dynamics

Generally speaking, when the initial configuration is sufficiently biased, the dynamics’ evolution follows a typical pattern, characterized by well-distinct phases.

Understanding such a pattern requires a careful analysis. In this section, we provide an overview of this analysis, quantitatively describing a typical evolution of the process. We start from the expectations of a few key r.v.s

\begin{equation}
E \left[ C_i^{(t+1)} \mid c^{(t)} \right] = c_i^{(t)} \cdot \frac{c_i^{(t)} + 2q^{(t)}}{n}
\end{equation}

\(^4\)Note that $d(c, c')$ is not a distance in the strict sense. See Appendix B for a formal discussion of this notion.
(3.2) \[ E \left[ Q^{(t+1)} \mid c^{(t)} \right] = \frac{(q^{(t)})^2 + (n - q^{(t)})^2 - \sum_i (c_i^{(t)})^2}{n} \]

These equations follow directly from the definition of the Undecided-State Dynamics. From (3.1), we can appreciate the crucial role of the function \( \frac{c^{(t)} + 2q^{(t)}}{n} \): It represents the expected growth rate of every color community. The corresponding r.v. \( C_i^{(t+1)} + 2Q^{(t+1)} \) is of particular interest when \( i \) is the plurality color.\(^3\) In fact, a major novelty of our contribution is the discovery of a clean mathematical connection between the expected growth rate of the plurality and the monochromatic distance of the current configuration. The following expression formalizes this connection and plays a key role in our analysis. For every \( t \geq 0 \),

(3.3) \[ E \left[ C_i^{(t+1)} + 2Q^{(t+1)} \mid c^{(t)} \right] = \frac{n^2 + (n - 2q^{(t)} - c_i^{(t)})^2 + 2(R(c^{(t)}) - md(c^{(t)})) (c_i^{(t)})^2}{n} \]

where

\[ R(c) = \sum_{i=1}^{k} \frac{c_i}{\bar{c}_1} \]

Notice that \( 1 \leq md(c), R(c) \leq k \) and \( R(c) \geq md(c) \) (see (B.4) in the appendix). The derivation of (3.3) becomes straightforward only after guessing the (non obvious) key role played by \( md \) as a measure of global bias. We observe that it is not linear in several parameters and its recursive form depends, through \( R \) and \( md \), on the previous color configuration, as a whole. The resulting process evolution is thus rather complex and hard to analyze in a rigorous way (the details of this analysis can be found in Appendix C). However, (3.3) allows us to informally characterize the main drivers of the process evolution. At the extremes, we have two complementary mechanisms that may determine an exponential (or quasi exponential) growth of \( C_1 \) and that qualitatively explain the leftmost (first phase) and rightmost (third phase) regions of Fig. 2: Namely, large values of \( Q \) or of \( C_1 \) itself. In the latter case, growth follows a preferential attachment-like pattern. In the middle, we have a phase of relative “flat” growth that corresponds to \( Q \) dropping to a value close to \( n/2 \) and \( C_1 \) not being large enough to self-sustain an exponential growth. During this phase, growth is basically driven by the term \( (R(c) - md(c))c_1^2/n \), i.e., it crucially depends on the distance from the closest monochromatic configuration.

A further remark concerning (3.3) is that its proof crucially relies on properties of the plurality, the argument does not carry over to other colors. In the next subsection, we give an overview of our analysis. For the sake of space and simplicity, we omit some major technical aspects, mostly related to the rigorous characterization of phase-transition timings and the derivation of concentration bounds.

The process in a nutshell. The typical behaviour of the Undecided-State Dynamics follows a characteristic pattern that exhibits three distinct phases, as exemplified in Fig. 2. Note that the quantitative overview we provide below applies to typical evolutions. We remark that the typical behavior holds w.h.p. under the assumption that \( c_1 \geq (1 + \alpha) \cdot \bar{c}_2 \), where \( \alpha \) is an arbitrarily small positive constant. Indeed this assumption guarantees that the initial plurality is preserved w.h.p. along the whole process.

First round: Rise of the undecided. The initial state is extremely unstable\(^3\), since any node has a high probability of sampling a node of different color in the first round, ending up in the undecided state. Thus, the first round sees dramatic changes in the system: i) In general, a drastic drop in \( c_1^{(1)} \)'s (with “small”\(^7\) ones simply disappearing w.h.p.); ii) An explosive surge in \( Q^{(1)} \), that possibly come to account for the vast majority; iii) The initial plurality is preserved w.h.p., though it drops in absolute terms. The results below follow immediately from (3.1) and (3.2) with \( t = 0 \) and recalling that \( q^{(0)} = 0 \),

(3.4) \[ E \left[ C_1^{(1)} \mid \bar{c} \right] = \frac{n}{R(\bar{c})^2} \]

(3.5) \[ E \left[ Q^{(1)} \mid \bar{c} \right] = n \left( 1 - \frac{1}{\Lambda(\bar{c})} \right) \]

where

\[ \Lambda(\bar{c}) = \frac{R(\bar{c})^2}{md(\bar{c})} \]

and notice that \( 1 \leq \Lambda(\bar{c}) \leq k \) (see (B.5) in the appendix). Furthermore, \( C_1^{(1)} \) and \( Q^{(1)} \) are concen-\(^3\) We are implicitly assuming that 1 remains the plurality color across the whole process. This holds w.h.p. under the assumptions of Theorem 3.2.

\(^7\)Exceptions include cases that are less interesting, such as the one in which we have a strong absolute majority already at the onset.

\(^7\)Namely, \( o(\sqrt{n}) \) in size.
trated around their expectations (see Lemma C.3 in Appendix C).

**Sketch of Proof.** The first phase starts right after round 1. In this phase, the $C_i$’s grow (almost) exponentially fast while $Q$ decreases. The duration of this phase depends on $\Lambda(\bar{e})$ (and not just the magnitude of the initial bias). Those facts are discussed in the proof of Claim 1 that highlights key properties of the process marking the end of the first phase (for rigorous statements see Lemmas C.5 and C.6 in Appendix C).

Figure 2: Typical evolution of the Undecided-State Dynamics after the first round, for $n = 7 \cdot 10^{10}$ nodes and $k = (\log n)^{1/2}$ colors, with $c_i^{(0)} = 2\pi$ and $c_i^{(0)} = \frac{\pi}{2}(1 - \frac{2}{\pi})$ for every $i \neq 1$. 

**Claim 1.** Within $T = O(\log \Lambda(\bar{e}))$ rounds the system reaches a configuration such that w.h.p.

\[
Q^{(T)} = \frac{n}{2} + 1 \pm \Theta \left( \frac{1}{md(\bar{e})} \right)
\]

\[
C_i^{(T)} = \Theta \left( \frac{n}{md(\bar{e})} \right)
\]

Furthermore, the relative ratios $C_i/C_i$ are approximately preserved.

**Sketch of Proof.** We first sketch the proof for the bound on $Q$. Assume that at some time $t$ we are in a configuration $c^{(t)}$ such that $q^{(t)} = (n/2)(1 + \beta)$ for some $\beta > 0$. Notice that, choosing $\beta = 1 - \Theta(1/\Lambda(\bar{e}))$, this assumption holds w.h.p. for $t = 1$ from the above overview of the first round. Then, from (3.2), we immediately have:

\[
E\left[ Q^{(t+1)} \mid c^{(t)} \right] = \frac{n}{2}(1 + \beta^2) - \frac{1}{n} \sum_{i} \left( c_i^{(t)} \right)^2
\]

Under reasonable assumptions on $k$, from the above inequality we have $Q^{(t+1)} \leq (n/2)(1 + \beta^2)$ w.h.p. (see the proof of Lemma C.6 in Appendix C). Unfolding this argument for $t$ rounds after round 1, we obtain $Q^{(t+1)} \leq (n/2)(1 + \beta^2)$ w.h.p. Recalling that $\beta = 1 - \Theta(1/\Lambda(\bar{e}))$, we obtain $Q^{(T)} \leq (n/2)(1 + \Theta(1/md(\bar{e})))$ for $T = \log \Lambda(\bar{e}) + O(\log \log md(\bar{e}))$.

Moreover, whenever $Q^{(t)} \geq \frac{n}{2} + 1 - \Theta \left( \frac{1}{md(\bar{e})} \right)$, we have $Q^{(t+1)} \geq \frac{n}{2} \left( 1 - \Theta \left( \frac{1}{md(\bar{e})} \right) \right)$ w.h.p., hence $|Q^{(T)} - n/2| \leq \Theta (1/md(\bar{e}))$ w.h.p.

As for the claim for $C_1$, we next consider the evolution of the term $C_1^{(t+1)} + 2Q^{(t)}$ which, up to the factor $1/n$, determines the growth rate of $C_1^{(t+1)}$. Assume that $c_1^{(1)} + 2q^{(1)} = (1 + \epsilon)n$. We know from the analysis of the first round and in particular from (3.5), that this assumption holds w.h.p if we choose $\epsilon \approx 1 - \Theta(1/\Lambda(\bar{e}))$ (note that we are neglecting the contribution of $C_1^{(1)}$). Consequently, from (3.3) we get

\[
E \left[ C_1^{(t+1)} + 2Q^{(t)} \mid c^{(t)} \right] \approx (1 + \epsilon^2)n.
\]

Informally, by applying the argument above iteratively we obtain

\[
C_1^{(2)} + 2Q^{(2)} \approx (1 + \epsilon^2)n;
\]

\[
C_1^{(3)} + 2Q^{(3)} \approx (1 + \epsilon^4)n;
\]

\[
\vdots
\]

\[
C_1^{(t)} + 2Q^{(t)} \approx (1 + \epsilon^{2^{t-1}})n
\]

At this point, from (3.1) we get

\[
C_1^{(t)} \approx C_1^{(1)} \prod_{i=0}^{t-1} (1 + \epsilon^{2^i}) \approx C_1^{(1)} \prod_{i=0}^{t-1} \exp \left( \epsilon^{2^i} \right)
\]

\[
\approx C_1^{(1)} \exp \left( \sum_{i=0}^{t-1} \epsilon^{2^i} \right)
\]

\[
\approx C_1^{(1)} \exp \left( \sum_{i=0}^{t-1} \left( 1 - \frac{1}{\Lambda(\bar{e})} \right)^{2^i} \right)
\]

Since $T = \log \Lambda(\bar{e}) + O(\log \log md(\bar{e}))$ it holds that

\[
C_1^{(T)} \approx C_1^{(1)} \cdot \Theta (\Lambda(\bar{e})) \approx \Theta \left( \frac{n}{md(\bar{e})} \right)
\]

The last derivation follows from (3.5), which approximately holds w.h.p. (see also Lemma C.3 in Appendix C).

The proof outlined above highlights the following properties of the first phase: i) The growth rate of Plurality keeps “almost” exponential, while it quickly decreases mirroring the decrease of $Q$; ii) The duration of the second phase is determined by $\log \Lambda(\bar{e})$ (this can be as large as $\Theta(\log n)$ and as small as $O(1)$); iii) From (3.5) it is possible to see that the factor $1/md(\bar{e})$, appearing in the expression of $C_1^{(T)}$ in the statement
of Claim 1, corresponds to the fraction of the not-undecided nodes that belong to the plurality at the end of round 1.

**Second phase: Plateau or Age of stability.**

The second phase is characterized by a slow increase of $C_1$, roughly at a rate $1 + \Theta(1/n^{2/3})$ and a substantial stability of $Q$ around the value $n/2$. Indeed, if the system is in a color configuration $c$ such that

$$q = \frac{n}{2} \left( 1 \pm \Theta \left( \frac{1}{\text{md}(c)} \right) \right)$$

and $c_1 = \Theta \left( \frac{n}{\text{md}(c)} \right)$

Equations (3.1) and (3.2) imply that

$$E[Q^* | c] \approx \frac{n}{2} \left( 1 - \Theta \left( \frac{1}{\text{md}(c)} \right) \right)$$

$$E[C^*_t | c] \approx \left( 1 + \Theta \left( \frac{1}{\text{md}(c)} \right) \right) c_1$$

By choosing the suitable constants we prove that the above relations hold w.h.p. (see Lemma C.7 in Appendix C). This is also the main argument for proving our lower bound.

**THEOREM 3.1.** Let $k = O \left( (n/\log n)^{1/6} \right)$. Starting from any color configuration $c$ the convergence time of the Undecided-State Dynamics is $\Omega(\text{md}(c))$ w.h.p.

However, as discussed above, since $C_1$ increases at a rate $1 + \Theta(1/\text{md}(c))$, after a plateau of $O(\text{md}(c) \log \text{md}(c))$ rounds the system reaches a configuration $c^{(t)}$ such that $R(c^{(t)}) = 1 + o(1)$. This fact marks the end of the second phase, since the next phase yields a much faster growth of $C_1$. For a rigorous analysis of this part see Lemma C.8 and Lemma C.9 in Appendix C.

**Third phase: From plurality to totality.**

Observe that, by definition of $R$, $C_1 = \frac{n - Q}{2}$ and, when the third phase starts, we have $R = 1 + o(1)$: hence, $C_1 \approx n - Q$. Now, from (3.3), the leading term of the growth rate $C_1^{t+2}2^{t}$ becomes $1 + \Theta \left( \frac{n}{2^{t}} \right)^2$. So, as long as $Q$ is large (say $Q = \Theta(n)$), $C_1$ has an exponential growth while $Q$ decreases. The above arguments, rigorously described in the proofs of Lemma C.9 and Theorem C.2 in Appendix C, are the main ingredients to bound the time of the last phase. Finally, the whole analysis above yields the following upper bound

**THEOREM 3.2.** Let $k = O \left( (n/\log n)^{1/3} \right)$ and let $c$ be any initial configuration such that $c_1 \geq (1 + \alpha) \cdot c_2$ where $\alpha$ is an arbitrarily small positive constant. Then, w.h.p. within time $O(\text{md}(c) \cdot \log n)$ the system reaches the target configuration.

4 The Undecided-State Dynamics on regular expander graphs

We next show how to adapt the Undecided-State Dynamics to achieve plurality consensus on the class of $d$-regular expander graphs [21] (with $d$ denoting the degree of the nodes) at a polylogarithmic extra-cost in terms of local memory and time. The simple idea is to simulate the (uniform) random sampling of nodes’ colors by using $n$ tokens, each originating at a different node and performing a (short) independent random-walk over the graph. It is well known [24] that in every $d$-regular expander $G = (V,E)$ a lazy random walk has a uniform stationary distribution. Moreover, it is rapidly mixing, i.e., its mixing time is $t = O(\log(1/\epsilon) \log n)$ where $\epsilon$ is the desired bound on the total variation distance.

The modified dynamics works in synchronous phases, each of them consisting of exactly $2\tau$ rounds (the suitable value for $\tau$ will be defined later). During the first $\tau$ rounds a forward process takes place: Every node sends a token performing a random walk of at least $t$-hops and thus sampling the color of a random node. In the next $\tau$ rounds we have a backward process: Every token is sent back to its source by “reversing” the path followed in the forward process.

If we were in the LOCAL model [29], where each node can communicate with all its neighbors in one round, each phase of the above protocol would last exactly $2\tau$ rounds. In the GOSSIP model [9], each node can instead activate only one (bidirectional) link per round. Moreover, since we want messages of limited size, we assume that through each direction of an active link only one token can be transmitted.

We further assume that nodes enqueue tokens with a FIFO policy, breaking ties arbitrarily. The random walk performed by a token will likely require more than $t$ rounds to perform (at least) $t$ hops of the random walk, depending on the congestion, i.e. the maximum number of tokens in the queue of a node. We thus need to bound the maximal congestion and use this bound, together with $t$, to suitably set the right value for $\tau$, so that every random walk is w.h.p. “mixed” enough. At time $2\tau$ each node gets back its own token, and updates its state according to the Undecided-State Dynamics. After that, a new phase starts, and the process iterates. Further important details and remarks about this modified dynamics:

- During the forward process, every token records the link labels of its random-walk and each node records, for any round, the (local) link label it has used (if any) to send a token at that round. Thanks to this information, every node can easily perform the backward process: At every round each node knows (if any) the neighbor it
must contact to receive the right token back\(^8\). Notice that, since the backward process is perfectly specular to the forward one, the congestion is the same in both phases. Hence, both node memory and token message require \(\Theta(\tau \log d)\) bits.

- By setting a suitable value for \(\tau\), every token will w.h.p. perform at least \(t\) hops (some tokens may perform more hops than others). Thanks to the rapidly-mixing property, the color reported to the sender belongs to a random node, i.e., each node has probability \(1/n \pm \epsilon\) to be sampled (our analysis works setting \(\epsilon = O(1/n^2)\)).

In the next paragraph, we provide the main arguments of our congestion analysis (a formal analysis with all the details can be found in Appendix D).

**Highlights on the congestion analysis.** Let \(u \in [n]\) be a node, for every round \(t \in [2\tau]\) of a phase, we consider the r.v. \(Q_t\) defined as the number of tokens in \(u\) at round \(t\). Consider the number \(Y_t\) of tokens received by node \(u\) at round \(t\) (for brevity’s sake, we will omit index \(u\) in any r.v.). Then we can write \(Y_t = \sum_{i \in [d]} X_{i,t}\) where \(X_{i,t} = 1\) if the \(i\)-th neighbor of \(u\) sends a token to \(u\) and 0 otherwise. Observe that the r.v.s \(X_{i,t}\) are not mutually independent. However, the crucial fact is that, for any \(t\) and any \(i\), \(P(\{X_{i,t} = 1\} \leq 1/d, \text{regardless of the state of the system (in particular, independently of the value of the other r.v.s)}\). So, if we consider a family \(\{X_{i,t} : i \in [d], t \in [2\tau]\}\) of i.i.d. Bernoulli r.v.s with \(P(\{X_{i,t} = 1\} = 1/d, \text{then } Y_t \text{ is stochastically dominated by } \bar{Y}_t = \sum_{i \in [d]} \bar{X}_{i,t}. \text{ For any node} u \text{ and any round } t, \text{the r.v. } \bar{Q}_t \text{ is thus stochastically dominated by the r.v. } Q_t \text{ defined recursively as follows.}

\[
\begin{align*}
\bar{Q}_t &= \bar{Q}_{t-1} + \bar{Y}_t - \chi_t, \\
\bar{Q}_0 &= 1
\end{align*}
\]

where \(\chi_t = \begin{cases} 1 & \text{if } \bar{Q}_{t-1} > 0 \\ 0 & \text{otherwise} \end{cases}\)

Since our goal is to provide a concentration upper bound on \(Q_t\), we can do this by considering the “simpler” process \(\bar{Q}_t\). It turns out that “unrolling” \(\bar{Q}_t\) directly is far from trivial: we thus need the “right” way to write it by using only i.i.d. Bernoulli r.v.s. To this aim, for any \(t \in [2\tau]\) and for any \(s \in [t]\), we define the r.v.

\[
Z_{s,t} = \sum_{i=s}^t \bar{Y}_i - (t - s)
\]

Informally speaking, \(Z_{s,t}\) matches the value of \(\bar{Q}_t\) whenever \(s \leq t\) was the last previous round s.t. \(\bar{Q}_s = 0\).

As a key fact (see the claim in the proof of Lemma D.1 in the Appendix D), we show that \(Q_t\) can be written as a suitable function of \(Z_{s,t}\) and \(\chi_t\) so that it holds

\[
(4.7) \quad Q_t \leq \max_{s \in [t]} \{Z_{s,t}\} \quad \text{and thus} \quad \max_{s, t \in [2\tau]} \{Q_t\} \leq \max_{s \leq t \leq 2\tau} \{Z_{s,t}\}
\]

From (4.6), the r.v. \(Z_{s,t} + (t - s)\) is a sum of \(d\cdot(t - s + 1)\) i.i.d. Bernoulli r.v.s, each with expectation \(1/d\). From the Chernoff bound, it thus follows that, for constant \(c > 0\) and any \(1 \leq s \leq t \leq 2\tau\) we have

\[
P \left( \max_{1 \leq s \leq 2\tau} \{Z_{s,t}\} \leq \max \left\{ \sqrt{c(t - s + 1) \log n}, 3c \log n \right\} \right) \geq 1 - n^{-c/3}
\]

By taking the union bound over all \(1 \leq s \leq t \leq 2\tau\), from the above bound and (4.7), we get the desired concentration bound on the maximal node congestion during every phase:

\[
P \left( \max_{1 \leq s \leq 2\tau} \{Q_t\} \leq \max \left\{ \sqrt{c\tau \log n}, 3c \log n \right\} \right) \geq 1 - n^{-c/3}
\]

The above congestion bound allows us to set the right value of \(\tau\), thus getting the following final result (its proof is given in Appendix D).

**Theorem 4.1.** Let \(G = (V, E)\) be any regular expander graph. For any initial configuration \(c\) such that the Undecided-State Dynamics on the clique computes plurality consensus in \(O(md(c) \log n)\) rounds w.h.p., the modified Undecided-State Dynamics computes plurality consensus on \(G\) in \(O(md(c) \log \log n)\) rounds w.h.p.

**Remark.** Notice that our analysis on the congestion also works in a scenario where every node generates a new token whenever its queue is empty. For this reason our analysis does not take care of the bound \(n\) on the overall number of nodes, and thus it is not tight. However, we believe that any improvement of the analysis taking into account this bound is far from trivial.

## 5 Open Problems

There are several open research directions related to the plurality problem on the gossip model. One of the most interesting (and challenging) ones concerns the monochromatic distance we have introduced in this paper. We believe that this distance might represent an upper bound on the convergence time of any plurality dynamics which uses only \(\log k + \Theta(1)\) bits of local memory.

Another interesting future research is the study of the Undecided-State Dynamics (or other simple dynamics) over other classes of graphs. In our paper, we combined this dynamics with parallel random walks in order...
to get an efficient protocol for regular expander graphs. We believe that similar protocols can work also in other classes of graphs such as Erdős-Rényi graphs and dynamic graphs [12, 10].
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Appendix

A Probabilistic bounds

Lemma A.1. (Chernoff Bound, mult. form)

Let \{X_i\}_{i \in [n]} be a family of n independent r.v.s, let \( \delta \in (0, 1] \) and let \( \mu_1, \mu_2, \mu_3 \) be such that \( \mu_1 \leq E \left[ \sum_{i \in [n]} X_i \right] \leq \mu_2 \) and \( \mu_3 \geq 6 \cdot E \left[ \sum_{i \in [n]} X_i \right] \).

It holds that

\[
\text{(A.1)} \quad P \left( \sum_{i \in [n]} X_i \leq (1 - \delta) \cdot \mu_1 \right) \leq e^{-\frac{\delta^2}{6} \cdot \sum_{i \in [n]} X_i}
\]

\[
\text{(A.2)} \quad P \left( \sum_{i \in [n]} X_i \geq (1 + \delta) \cdot \mu_1 \right) \leq e^{-\frac{\delta^2}{6} \cdot \sum_{i \in [n]} X_i}
\]

\[
\text{(A.3)} \quad P \left( \sum_{i \in [n]} X_i \geq \mu_3 \right) \leq 2^{-\mu_3}
\]

Lemma A.2. (Chernoff Bound, additive form)

Let \( X_1, \ldots, X_n \) be a sequence of independent \( \{0, 1\} \) r.v.s, let \( X = \sum_{i=1}^{n} X_i \) be their sum, and let \( \mu = E[X] \).

Then for \( 0 < \lambda < 1 \) it holds that

\[
P(X \geq (\mu + n\lambda)) \leq e^{-2n\lambda^2}
\]

\[
P(X \leq (\mu - n\lambda)) \leq e^{-2n\lambda^2}
\]

Lemma A.3. Let a and b be two constants such that \( a > b > 0 \), let \( B \) be an event and let \( \{A_i\}_{i \in I} \) be a family of events such that \( |I| = O(n^b) \) and \( P(A_i | B) \geq 1 - n^a \).

Then, the event \( \bigcap_{i \in I} \text{“} A_i \text{”} \) holds with probability at least \( 1 - \frac{|I|}{n^a} \).

Lemma A.4. If \( f(n) = o(1) \) and \( g(n) = o(f(n)) \) then

\[
\left(1 + \frac{1}{f(n)}\right)^{g(n)} = 1 + O \left( \frac{g(n)}{f(n)} \right)
\]

B Global bias

Our analysis will highlight a fundamental dependence of convergence properties of the Undecided-State Dynamics on a particular measure of the initial global bias. To mathematically characterize this we next introduce the following notion of distance between equivalent color configurations.

Given any color configuration \( c(c_1, c_2, \ldots, c_k, q) \), consider the following ratio \( R(c) = \sum_{i=1}^{k} c_i/c_1 \). This allows us to define an equivalence relation \( \equiv \) in the space \( \mathcal{S} \)

\( c \equiv c' \) if \( c = R(c') \)

and the following function over pairs of equivalence classes (with an abuse of notation, for any color configuration \( c \), we will denote its equivalence class as \( c \) as well)

\[
d(c, c') = \sum_{i} \left( \frac{c_i}{c_1} - \frac{c_i'}{c_1'} \right)^2
\]

It is easy to verify that the function \( d(\cdot, \cdot) \) is a distance over the quotient space of \( \mathcal{S} \). Let us now consider the equivalence class \( \mathcal{M} \) of the \( (k) \) possible monochromatic color configurations and recall the definition of monochromatic distance (given in the introduction),

\[
\text{md}(c) = \sum_{i=1}^{k} \left( \frac{c_i}{c_1} \right)^2
\]

Then, we immediately have \( \text{md}(c) = d(c, \mathcal{M}) + 1 \).

The simple considerations above entail that \( \text{md} \) defines a notion of distance from the monochromatic configuration that corresponds to the initial plurality. Consistently, it is straightforward to see that \( \text{md} \) is maximized by “uniform” configurations, i.e., configurations \( c \) such that \( c_i \approx n/k \). For every \( c \), it holds that

\[
(B.4) \quad 1 \leq R(c), \text{md}(c) \leq k
\]

Finally, let us define the following ratio

\[
\Lambda(c) := \frac{R(c)^2}{\text{md}(c)}
\]

From the definitions of \( R(c) \) and \( \text{md}(c) \) and from a simple application of the Cauchy-Schwartz inequality to \( R(c) \), we get for every configuration \( c \)

\[
(B.5) \quad \Lambda(c) \leq k
\]

C Details of the analysis

In this section we give detailed proofs for the process analysis sketched in Section 3.

C.1 General bounds. We here provide some crucial properties that hold along the entire process.

If \( c = (c_1, \ldots, c_k, q) \) is the current color configuration (i.e. state) of the Markov chain, then we can easily derive the “expectation” of the next color configuration

\[
(C.6) \quad \mu_i = E \left[ C'_i | c \right] = c_i \cdot \frac{c_i + 2q}{n} \quad (i \in [k])
\]

\[
(C.7) \quad \mu_q = E \left[ Q' | c \right] = \frac{q^2 + \sum_{i \neq j} c_i \cdot c_j}{n}
\]

\[
= \frac{q^2 + (n - q)^2 - \sum_i c_i^2}{n}
\]

From (C.6), we can see the crucial role of the quantity \( \frac{c_i + 2q}{n} \): it in fact represents the expected growth rate of
every color community. The following lemma in fact formalizes such a connection by means of $R(c)$ and it plays a key role in our analysis of the entire process evolution. As will see in Lemma C.4, $R(c)$ and $\text{md}(c)$ are in fact strongly related.

**Lemma C.1. (Plurality Drift)** Assume that, at some round, the system is in a color configuration $c$ such that $c_i \geq (1 + \alpha)c_i$ for any $i \neq 1$ and for some constant $\alpha > 0$. Then, at the next round, it holds that

$$E \left[ \frac{C_i' + 2Q'}{n} \mid c \right] \geq 1 + \Gamma(c)$$

where

$$\Gamma(c) = \left(1 - \frac{c_1 + 2q}{n}\right)^2 + 2(1 - \gamma)(R(c) - 1)\left(\frac{c_1}{n}\right)^2$$

with $\gamma = (1 + \alpha)^{-1}$.

**Proof.** Let $\beta = (1 - \gamma)$. By using the hypothesis $c_i \geq (1 + \alpha)c_i$ we get

$$\text{md}(c) = \sum_i \frac{c_i^2}{c_i} \leq 1 + \frac{1}{1 + \alpha} \sum_i \frac{c_i}{c_i} = \gamma R(c) + \beta$$

Moreover, we can write $q$ as $q = n - R(c)c_1$. Thanks to the above equations and (C.6) and (C.7), by simple manipulations, we get

$$E \left[ \frac{C_i' + 2Q'}{n} \mid c \right] = c_1 \cdot \frac{c_1 + 2q}{n^2} + 2q^2 + (n - q)^2 - \sum_i (c_i)^2$$

$$= c_1 \cdot \frac{c_1 + 2q}{n^2} + 2q^2 + (R(c)^2 - \text{md}(c)) \cdot (c_i)^2$$

$$\geq c_1 \cdot \frac{c_1 + 2q}{n^2} + 2q^2 + (R(c)^2 - \gamma R(c) - \beta) \cdot (c_i)^2$$

$$= 1 + \left(1 - \frac{c_1 + 2q}{n}\right)^2 + 2(1 - \gamma)\left(R(c) - 1\right)\frac{c_1^2}{n^2}$$

Then, at the next round, w.h.p. it holds that:

(C.8) $R(C') < R(c) \cdot \left(1 + O\left(\sqrt{\frac{\log n}{\mu_1}}\right)\right)$

(C.9) $C'_i \geq (1 + \alpha) \cdot C'_i \cdot \left(1 - O\left(\sqrt{\frac{\log n}{\mu_1}}\right)\right)$

**Proof.** As for Claim (C.8), since $R(C') = \sum_i C'_i$, it suffices to bound, respectively, $C'_i$ and $\sum_i C'_i$. By applying the Chernoff bounds (A.1) and (A.2) and by using the hypothesis $\mu \geq \mu_1 \geq \lambda \log n$ we get

(C.10) $P \left(C'_i \leq \mu_1 \cdot \left(1 - \frac{2a \cdot \log n}{\mu_1}\right) \mid c\right) \leq \frac{1}{n^a}$

(C.11) $P \left(C'_i \leq \mu_1 \cdot \left(1 + \frac{3a \log n}{\mu_1}\right) \mid c\right) \leq \frac{1}{n^a}$

(C.12) $P \left(\sum_i C'_i \geq \mu \cdot \left(1 + \frac{3a \log n}{\mu}\right) \mid c\right) \leq \frac{1}{n^a}$

for any constant $a \in (0, \frac{1}{4})$. Let $A$ be the event in (C.10), let $B$ be the event in (C.12) and let $A^c$ and $B^c$ be their complimentary events, respectively. Observe that from Lemma A.3 it follows that $P(A^c \cap B^c) \geq 1 - \frac{2}{n^a}$. Moreover, since the following inequality holds

$$1 + \sqrt{\frac{3a \log n}{\mu}} \leq 1 + \sqrt{\frac{3a \log n}{\mu_1}} \leq 1 + \sqrt{\frac{ba \log n}{\mu}}$$

with $b = \left(\frac{\sqrt{a} - \sqrt{a}}{1 - \frac{a}{4}}\right)^2$, we have that

$$P \left(R(C) = \frac{\sum_i C_i'}{C_i} \leq \frac{\sum_i c_i}{c_1} \left(1 + \frac{ba \log n}{\mu}\right) \mid c\right) \geq$$

$$\geq P \left(\frac{\sum_i C_i'}{C_i} \leq \frac{\sum_i c_i \cdot (c_i + q)}{c_i} \left(1 + \frac{ba \log n}{\mu}\right) \mid c\right) \geq$$

$$\geq P \left(\frac{\sum_i C_i'}{C_i} \leq \frac{\mu \cdot (1 + \frac{ba \log n}{\mu})}{\mu_1} \mid c\right) \geq$$

As for Claim (C.9), the hypothesis $c_1 \geq (1 + \alpha)c_1$ clearly implies $\mu_1 \geq (1 + \alpha) \cdot \mu$. Thus, by (C.10) we get
that w.h.p. Then, by the Chernoff bound (A.3) (choosing \( \delta = \mu_1/(1 + \alpha) \)) we get that w.h.p.

\[
C'_i \leq \mu_1 \cdot \left( 1 - \sqrt{\frac{2a \log n}{\mu_1}} \right) \leq \frac{1}{n^{\alpha}}
\]

We now consider two cases. If \( \mu_i < \mu_1/(6 (1 + \alpha)) \) then, by the Chernoff bound (A.1) we get that w.h.p.

\[
C'_i > \mu_1 \cdot \left( 1 - \sqrt{\frac{2a \log n}{\mu_1}} \right) > (1 + \alpha) C'_i \cdot \left( 1 - \sqrt{\frac{2a \log n}{\mu_1}} \right)
\]

On the other hand, if \( \mu_i \geq \mu_1/(6 (1 + \alpha)) \) then, from the Chernoff bound (A.1) we get that

\[
P \left( C'_i \geq \mu_1 \cdot \left( 1 + \sqrt{\frac{3a \log n}{\mu_1}} \right) \right) \leq \frac{1}{n^{\alpha}}
\]

for any \( a \in \left( 0, \frac{k}{3n(1 + \alpha)} \right) \). Thus, by using (C.13), (C.14) and Lemma A.4 we get that w.h.p.

\[
C'_i \geq (1 + \alpha) \cdot C'_i \cdot \left( 1 - O \left( \frac{\log n}{\mu_1} \right) \right)
\]

\[\square\]

### C.2 First Round: Rise of the undecided

After the first round, a strong decrease of the color communities happens, while the undecided community get to a large majority of the agent.

The next lemmas provide some formal statements about this behaviour which represent the key start-up of the process (and its analysis).

We will implicitly assume that the process starts in a fixed initial color configuration

\[\mathbf{c} = \langle \bar{c}_1, \bar{c}_2, \ldots, \bar{c}_k \rangle\]

So, in the next lemmas, events and related probabilities are conditioned on some fixed \( \mathbf{c} \).

We observe that when \( k \) is large, i.e. when \( k = \omega(n^b) \) for some \( b \in (\frac{1}{2}, 1] \), if the process starts from “almost-uniform” color configurations then, after the first round, even the plurality may disappear (w.h.p.): indeed, if we consider any \( \mathbf{c} \) such that \( \bar{c}_1 = O \left( \frac{k}{n} \right) \), then a simple application of the Markov inequality implies that \( C'_1 = 0 \) w.h.p. We will thus focus on ranges of \( k \) such that \( k < \sqrt{n/\log n} \).

**Lemma C.3.** Let \( k = o \left( \sqrt{n/\log n} \right) \). Given any initial color configuration \( \mathbf{c} \), after the first round w.h.p. it holds:

\[
\frac{1}{2 \, \Lambda(\mathbf{c})} \leq C'_1 \leq \frac{2}{\Lambda(\mathbf{c})}
\]

**Proof.** From (C.6) and recalling that in the initial configuration \( q = 0 \), we get

\[
\mu_1 = \frac{(\bar{c}_1)^2}{n} = \frac{n}{R(\mathbf{c})^2}
\]

Similarly, from (C.7) we get

\[
\mu_q = \frac{n^2 - \sum_i (\bar{c}_i)^2}{n} = \frac{n^2 - n \cdot \mathbf{d}(\mathbf{c})^2}{n} = n \left( 1 - \frac{1}{\Lambda(\mathbf{c})} \right)
\]

where the second equality follows from the definition of \( \mathbf{d} \), while the third one from the definition of \( R(\mathbf{c}) \) and from simple manipulations. Since we assumed \( k \leq o \left( \sqrt{n/\log n} \right) \) then we have that

\[
\mu_q = \frac{n}{R(\mathbf{c})^2} \geq \frac{n}{k^2} = \omega(\log n)
\]

The above inequality allows us to apply the Chernoff bound and prove the first claim (i.e. that on \( C'_1 \)).

Similarly, from (B.5), it holds

\[
\frac{n}{\Lambda(\mathbf{c})} \geq \frac{n}{k}
\]

This allows us to apply the additive version of the Chernoff bound and prove the second claim (i.e that on \( Q' \)). \[\square\]

The next lemma relates \( R(\mathbf{c}) \) to \( \mathbf{d}(\mathbf{c}) \) after the first round.

**Lemma C.4.** Let \( k = o \left( \sqrt{n/\log n} \right) \). Given any initial color configuration \( \mathbf{c} \), after the first round w.h.p. it holds

\[
R(\mathbf{C}^{(1)}) \leq \mathbf{d}(\mathbf{c}) \cdot (1 + o(1))
\]

**Proof.** By definition of plurality color, it holds that \( c_1 > n/k \). Therefore, by the hypothesis on \( k \) and (C.6), we get \( \mu_1 = \omega(\log n) \) and then, by using the Chernoff bounds of Lemma A.1, we can get concentration bounds on both the numerator and the denominator of \( R(\mathbf{C}^{(1)}) \) (as we did in the proof of Lemma C.2). Formally, we have that w.h.p.

\[
R(\mathbf{C}^{(1)}) = \sum_i C_i^{(1)} - C_1^{(1)} \leq \frac{\mu}{\mu_1} \cdot (1 + o(1))
\]
Observe that, since in the initial color configuration $q = 0$, it holds
\[
\frac{\mu}{\mu_1} = \frac{\sum_i (\tilde{c}_i)^2}{(\tilde{c}_1)^2}
\]
It follows that w.h.p.
\[
R(C^{(1)}) \leq \frac{\mu}{\mu_1} \cdot (1 + o(1)) = \frac{\sum_i (\tilde{c}_i)^2}{(\tilde{c}_1)^2} \cdot (1 + o(1)) = \text{md} \cdot (1 + o(1))
\]

C.3 First phase: Age of the undecided. In this phase, the undecided community rapidly decreases to a value close to $n/2$ while the plurality reaches a size close to $n/(2\text{md})$. When this happens, the ratios $C_i/C_1$ and $R(c)$ will essentially keep their initial values and the $Q$ will decrease to a value very close to $n/2$. The length of this phase is at most logarithmic.

The next lemma formalizes the aspects of this phase that will be used to get the upper bound on the convergence time of the process.

Lemma C.5. Let $k = o\left(\sqrt{n/\log^2 n}\right)$ and let $\epsilon$ be any constant in $(0, \frac{1}{2})$. Let $\bar{c}$ be any initial configuration such that, for any $j \neq 1$ and for some arbitrarily small constant $\alpha > 0$, $c_1 \geq (1 + \alpha) \cdot c_j$. Then w.h.p. at some round $t = O(\log n)$ the process reaches a configuration $C^{(t)}$ such that:

\begin{align}
(C.15) \quad & C^{(t)}_i \geq \left(1 - \frac{\epsilon}{2}\right) \cdot \frac{n}{R(C^{(t)})} \\
(C.16) \quad & R(C^{(t)}) \leq \text{md} \cdot (1 + o(1)) \\
(C.17) \quad & C^{(t)}_i \geq \left(1 + \frac{\alpha}{2}\right) \cdot C^{(t)}_i \text{ for any color } i \neq 1 \\
(C.18) \quad & C^{(t)}_i + 2Q^{(t)}_i > 1 + \frac{\epsilon^2}{4}
\end{align}

Proof. We prove one claim at a time.

Proof of (C.15). Let $\tilde{\epsilon}$ be any positive constant in $(\epsilon/2, \epsilon)$.

Two cases may arise. If $\tilde{c}_1 > \left(\frac{1}{4} - \frac{\tilde{\epsilon}}{2}\right) \cdot n$, by applying the Chernoff bound (A.1) on the expected value of $C^{(1)}$ and using (B.4), it is easy to see that w.h.p.
\[
C^{(1)}_i \geq \left(1 - \frac{\epsilon}{2}\right) \cdot \frac{n}{R(C^{(1)})}
\]
Assume now $\tilde{c}_1 \leq \left(\frac{1}{4} - \frac{\tilde{\epsilon}}{2}\right) \cdot n$. From Lemma C.3 at round $t = 1$ we have w.h.p.
\[
Q^{(1)} \geq n \left(1 - \frac{2}{\Lambda(c)}\right) \geq n \left(1 - \frac{2c_1}{n}\right) \geq \frac{n}{2} + \tilde{\epsilon} \cdot n
\]
where we used that $\Lambda(c) \geq R(c) = n/c_1$.

In the generic configuration $c$, as long as $q \geq \frac{n}{2} + \tilde{\epsilon} \cdot n$, from (C.6) we have
\[
\mu_1 \geq c_1 \cdot \left(\frac{1}{2} + \tilde{\epsilon}\right)
\]
thus, by applying the Chernoff bound (A.1), we see that w.h.p. $C_1$ grows exponentially fast.

It follows that we can consider the first round such that $t = O(\log n)$ and $Q^{(t)} < \frac{n}{2} + \tilde{\epsilon} \cdot n$. This implies that
\[
n - Q^{(t)} \geq \frac{n}{2} - \tilde{\epsilon} \cdot n
\]
hence
\[
C^{(t)}_i = \frac{n - Q^{(t)}_i}{R(C^{(t)})} \geq \frac{n - \tilde{\epsilon} \cdot n}{R(C^{(t)})}
\]
This proves (C.15).

Proof of (C.16). Observe that, since $\tilde{c}_1 \geq \frac{n}{2}$, then from (C.6) and the Chernoff bound (A.1) it holds w.h.p. that $C^{(1)}_i = o(\log^2 n)$. As we have already shown in the proof of Claim (C.15), after the first round $C_1$ grows exponentially until round $\bar{t}$. It follows that we can repeatedly apply Lemma C.2 and, together with Lemma C.4, we get w.h.p. holds w.h.p. that
\[
R(C^{(t)}) \leq \text{md} \cdot \left(1 + o\left(\frac{1}{\log n}\right)\right)^{\log n} \leq \text{md} \cdot (1 + o(1))
\]
This proves (C.16).

Proof of (C.17). Similarly to the previous Claim proof, the repeated application of Lemma C.2 until round $\bar{t}$ and Lemma A.4 implies that w.h.p.
\[
C^{(t)}_i \geq (1 + \alpha) \cdot C^{(t)}_i \cdot \left(1 - o\left(\frac{1}{\log n}\right)\right)^{\log n} = (1 + \alpha) \cdot C^{(t)}_i \cdot (1 - o(1)) \geq \left(1 + \frac{\alpha}{2}\right) \cdot C^{(t)}_i
\]
This proves (C.17).

Proof of (C.18). Since, by the definition of $\bar{t}$, it holds $q^{(\bar{t} - 1)} \geq \frac{n}{2} + \tilde{\epsilon}$, then by Lemma C.1 we get that
\[
E\left[ C^{(t)}_i + 2Q^{(t)}_i \right] \geq (1 + \tilde{\epsilon}^2) \cdot n
\]
Observe that $E\left[ C^{(t)}_i + 2Q^{(t)}_i \right]$ can be written as the expected value of the sum of the following independent r.v.s: given a color configuration $c^{(t-1)}$, for each node $i$
\[
X_i = \begin{cases} 
1 & \text{if node } i \text{ is 1-colored at the next round}, \\
2 & \text{if node } i \text{ is undecided at the next round}.
\end{cases}
\]
Then (C.18) is an easy application of the Chernoff bound (A.1).
From the state conditions achieved after the first round (see Lemma C.3), the next lemma shows that, within $O(\log n)$ rounds, the process w.h.p. reaches a configuration where $Q$ gets very close to $n/2$ and $C_1$ is still relatively small. In the next section, we will prove (see Theorem C.1) that this fact forces the process to “wait” for a time period $\Omega(md(\bar{c}))$ before the plurality (re-)starts to grow fastly. This is the key ingredient of the lower bound in Theorem C.1.

**Lemma C.6.** Let $k \leq \varepsilon \cdot (n/\log n)^{1/6}$ be the initial number of colors, where $\varepsilon > 0$ is a sufficiently small positive constant. Let $c$ be the initial color configuration and let $c^{(1)}$ be the color configuration after the first round. If it holds that:

$$\frac{1}{2} \cdot \frac{n}{md(\bar{c})^2} \leq c^{(1)} \leq 2 \cdot \frac{n}{md(\bar{c})^2}$$

within the next $O(\log n)$ rounds there will be a round $i$ such that

$$C_i^{(1)} \leq \gamma \cdot \frac{n}{md(\bar{c})} \quad \text{and} \quad |Q^{(i)} - \frac{n}{2}| \leq 2 \cdot \frac{\gamma^2}{md(\bar{c})}$$

w.h.p., where $\gamma > 0$ is a sufficiently large constant.

**Proof.** First, we prove that if at an arbitrary round $t$ the number of undecided nodes is $q = (1+\delta)(n/2)$ with $1/md(\bar{c}) \leq \delta \leq 1 - (2\Lambda(\bar{c}))^{-1}$, then at the next round it holds that $Q' \leq (1 + \delta^2) (n/2)$ w.h.p. Indeed, if we replace $q = (1+\delta)(n/2)$ in (C.7), we get that the expected value of $Q'$ at the next round is

$$\mu_q = \frac{1}{n} \left( \left(1 + \frac{\delta}{2}\right)^2 + \left(1 + \frac{\delta}{2}\right)^2 - \sum_{j=1}^{k} (c_j)^2 \right)$$

$$= \left(1 + \delta^2\right) \frac{n}{2} - \frac{1}{n} \sum_{j=1}^{k} (c_j)^2$$

Now observe that

$$\frac{1}{n} \sum_{j=1}^{k} (c_j)^2 \geq \frac{1}{4k} \left( \frac{n}{2} - q \right)^2 = \frac{n}{4k} (1 - \delta)^2$$

$$\geq \frac{n}{4k} \left( \frac{1}{2\Lambda(\bar{c})} \right)^2 \geq \frac{n}{16k^3}$$

where in the last inequality we used (B.5), that is $\Lambda(\bar{c}) \leq k$.

Therefore, since $Q'$ is a sum of independent Bernoulli r.v., from the Chernoff bound (Lemma A.2 with $\lambda = 1/16k^3$) it follows that

$$\Pr \left( Q' \geq (1 + \delta^2) \frac{n}{2} \mid c \right) \leq \exp \left( -\frac{n}{128k^6} \right) \leq n^{-1/(128k^6)}$$

where in the last inequality we used the hypothesis on $k$.

Now we show that the number $Q$ of undecided nodes, while decreasing quickly, cannot jump over the whole interval

$$\left[ \frac{n}{2} - \frac{2\gamma^2}{md(\bar{c})}, \frac{n}{2} + \frac{2\gamma^2}{md(\bar{c})} \right]$$

Observe that function $f(q) = q^2 + (n - q)^2$ has a minimum for $q = n/2$, so for any $q \geq n/2 + 2\gamma^2 n/md(\bar{c})$ it holds that $f(q) \geq f(n/2 + 2\gamma^2 n/md(\bar{c}))$. Hence if at some round $t$ we have that $q \geq (n/2) (1 + 4\gamma^2/md(\bar{c}))$ and $c_1 \leq \gamma n/md(\bar{c})$, in (C.7) we get

$$\mu_q \geq \frac{1}{n} \left( \left( \frac{n}{2} + 2\gamma^2 \frac{n}{md(\bar{c})} \right)^2 + \left( \frac{n}{2} + 2\gamma^2 \frac{n}{md(\bar{c})} \right)^2 - \sum_{j=1}^{k} c_j^2 \right)$$

$$= \frac{n}{2} + 4\gamma^4 \frac{n}{md(\bar{c})^2} - \frac{1}{n} \sum_{j=1}^{k} (c_j)^2$$

$$\geq \frac{n}{2} - \frac{1}{n} \sum_{j=1}^{k} (c_j)^2 = \frac{n}{2} - \frac{(c_1)^2 md(\bar{c})}{n} \geq \frac{n}{2} - \frac{2\gamma^2}{md(\bar{c})}$$

where in the last inequality we used that $c_1 \leq \gamma n/md(\bar{c})$. Since $Q'$ is a sum of $n$ independent Bernoulli r.v., from the Chernoff bound it follows that

$$\Pr \left( Q' \leq \frac{n}{2} - 2\gamma^2 n/md(\bar{c}) \mid c \right) \leq \exp \left( -2\gamma^2 \frac{n}{md(\bar{c})^2} \right) \leq \exp \left( -\Omega \left( n^{2/3} \right) \right)$$

From (C.19), we get that w.h.p.

$$Q^{(t)} \leq \left(1 + \delta^2\right) \frac{n}{2}$$

Hence, within

$$\log(\Lambda(\bar{c})) + O(\log \log md(\bar{c}))$$

rounds, the number $Q$ of undecided nodes will be below $(n/2)(1 + 4\gamma^2/md(\bar{c}))$ w.h.p. Moreover, from (C.20) it follows that in one of such rounds we will have that

$$\left| Q - \frac{n}{2} \right| \leq 2\gamma^2/md(\bar{c})$$

w.h.p. It remains to show that, during this time, the plurality $C_1$ does not increase from less $2n/R(\bar{c})^2$ to more than $\gamma n/md(\bar{c})$.

To simplify notation, let us define

$$l = \log(\Lambda(\bar{c}))$$

$$L = \log(\Lambda(\bar{c})) + O(\log \log md(\bar{c}))$$
From (C.6) and (C.21) it follows that, as long as \( c_1 \leq \gamma n/\text{md}(\bar{c}) \), the increasing rate of \( C_1 \) at round \( t \) is w.h.p. at most
\[
1 + \delta^{t^2} + \frac{\gamma}{\text{md}(\bar{c})}
\]
For the first \( l \) rounds, we can bound the above increasing rate with 2. Thus, after \( l \) rounds we get that the plurality is \( C_1 \leq 2n/\text{md}(\bar{c}) \) w.h.p. As for the next \( O(\log \log \text{md}(\bar{c})) \) rounds, we have that the plurality is w.h.p. at most
\[
2 \cdot \frac{n}{\text{md}(\bar{c})} \cdot \prod_{t=1}^{L} \left( 1 + \delta^{t^2} + \frac{\gamma}{\text{md}(\bar{c})} \right) \leq 2 \cdot \frac{n}{\text{md}(\bar{c})} \cdot \exp \left( \delta^{2^t} + \frac{\gamma}{\text{md}(\bar{c})} \right) \leq 2 \cdot \frac{n}{\text{md}(\bar{c})} \cdot \exp \left( O(1) + \frac{\log \log \text{md}(\bar{c})}{\text{md}(\bar{c})} \right) \leq \gamma \cdot \frac{n}{\text{md}(\bar{c})}
\]
where in the last inequality we need to choose \( \gamma \) sufficiently large.

**Proof.** Let us define \( \delta = q - n/2 \) and let \( \Delta' \) be the random variable \( Q' - n/2 \) in the next round. From (C.6) we get
\[
\mathbb{E}[\Delta' | \bar{c}] = \frac{1}{n} \left( 2\delta^2 - \sum_{j=1}^{k} (c_j)^2 \right)
\]
\[
\mu_i = \frac{1 + 2\delta + c_i}{n} \cdot c_i
\]

We now show that, if \( \delta \in (-2\gamma^2 n/\text{md}(\bar{c}), 2\gamma^2 n/\text{md}(\bar{c})) \) and \( c_1 \leq 2\gamma n/\text{md}(\bar{c}) \), then the increasing rate of \( C_1 \) is smaller than \( (1 + \Theta(1/\text{md}(\bar{c}))) \) w.h.p. More precisely, we prove that w.h.p.
\[
\left\{ \begin{array}{l}
|\delta| \leq 2\gamma^2 \frac{n}{\text{md}(\bar{c})} \\
\quad \mu_c \leq 2\gamma \frac{n}{\text{md}(\bar{c})} \\
\end{array} \right. \Rightarrow \left\{ \begin{array}{l}
|\Delta'| \leq 2\gamma^2 \frac{n}{\text{md}(\bar{c})} \\
\quad C'_1 \leq \left( 1 + 2\gamma(\gamma + 1) \right) c_1 \\
\end{array} \right.
\]

As for the increasing rate of the plurality, from (C.23) it follows that
\[
\mu_1 = \left( 1 + \frac{2\delta + c_1}{n} \right) \cdot c_1 \leq \left( 1 + \frac{2\gamma^2 n/\text{md}(\bar{c}) + 2\gamma n/\text{md}(\bar{c})}{n} \right) \cdot c_1 = \left( 1 + \frac{2\gamma(\gamma + 1)}{\text{md}(\bar{c})} \right) \cdot c_1
\]

Since \( C'_1 \) can be written as a sum of \( q + c_1 \leq n \) independent Bernoulli random variables, from the Chernoff bound (Lemma A.2 with \( \lambda = c_1/(n\text{md}(\bar{c})) \)) it follows that
\[
P\left( C_1 \geq \left( 1 + \frac{2\gamma(\gamma + 1) + 1}{\text{md}(\bar{c})} \right) c_1 | \bar{c} \right) \leq \exp \left( -\frac{2}{n} \left( c_1/\text{md}(\bar{c}) \right)^2 \right)
\]
\[
\leq \exp \left( -\frac{2n}{9k^2} \right) \leq n^{-2/(9\gamma^4)}
\]

where in the second inequality we used the fact that \( c_1 \geq n-q/k \geq n/(3k) \) and \( \text{md}(\bar{c}) \leq k \), and in the last inequality we used the hypothesis \( k \leq \varepsilon \cdot (n/\log n)^{1/4} \).

As for \( \mathbb{E}[\Delta' | \bar{c}] \), according to (C.22), we have the upper bound
\[
\mathbb{E}[\Delta' | \bar{c}] \leq 2\delta^2/n \leq 8\gamma^4 \frac{n}{(\text{md}(\bar{c}))^2} \leq \gamma^2 \frac{n}{\text{md}(\bar{c})^2}
\]

where in the first inequality we discarded the non-negative term \( \sum_{j=1}^{k} (c_j)^2 \), in the second inequality we have used \( |\delta| \leq 2\gamma^2 n/\text{md}(\bar{c}) \), and in the third one

**Remark.** The two lemmas above refer to some rounds \( \bar{t}, \bar{t} = O(\log n) \) in which the process lies in a state satisfying certain properties. We observe that our analysis does never combine the two lemmas and thus it does not require that \( \bar{t} = \bar{t} \), indeed the first lemma is used to get the upper bound while the second one to get the lower bound on the convergence time. However, it is possible to prove that there is in fact a time interval (at the end of Phase 2) where both claims of the lemmas hold w.h.p.

### C.4 Second phase: Plateau or Age of stability

This phase is characterized by a slow increase of \( c_1 \), roughly at a rate \( 1 + \Theta(1/\text{md}(\bar{c})) \). This fact is formalized in the next lemma and it will be used to derive the lower bound on the convergence time. However, it is possible to prove that there is in fact a time interval (at the end of Phase 2) where both claims of the lemmas hold w.h.p.

**Lemma C.7.** Let \( \bar{c} \) be the initial color configuration, let \( k \leq \varepsilon \cdot (n/\log n)^{1/4} \) be the initial number of colors, where \( \varepsilon > 0 \) is a sufficiently small positive constant. If there is a round \( \bar{t} \) such that
\[
|q^{(\bar{t})} - \frac{n}{2}| \leq 2\gamma^2 \frac{n}{\text{md}(\bar{c})}
\]
(where \( \gamma \) is an arbitrary positive constant), then the plurality \( C_1 \) remains smaller than \( 2\gamma (n/\text{md}(\bar{c})) \) for the next \( \Omega(\text{md}(\bar{c})) \) rounds w.h.p.
we simply assumed that \(md(\bar{c})\) is a sufficiently large constant, namely \(md(\bar{c}) \geq 8\gamma^2\).

On the other hand, we have the lower bound

\[
\begin{align*}
(C.26) \quad & E[\Delta' | c] = \frac{1}{n} \left( 2\delta^2 - \sum_{j=1}^{k} (c_j)^2 \right) \\
& \geq -\frac{1}{n} \sum_{j=1}^{k} (c_j)^2 \geq -\frac{k}{n} \left( \frac{n-q}{k} \right)^2 \\
& \geq -\frac{4}{9} \frac{n}{k} \geq -\frac{4}{9} \frac{n}{md(\bar{c})}
\end{align*}
\]

From the first to the second line we used the fact that all \(c_j\)’s are smaller than \(n-q\). Then we used the fact that \(q\) is close to \(n/2\), so \(n-q\) is smaller than, say, \((2/3)n\).

Finally we used the fact that \(k \geq md(\bar{c})\).

Hence, from (C.25) and (C.26) we get

\[
\frac{4}{9} \frac{n}{md(\bar{c})} \leq E[\Delta' | c] \leq \gamma^2 \frac{n}{md(\bar{c})}
\]

Since \(\Delta' = Q' - n/2\) can be written as a sum of \(n\) independent random variables taking values \(\pm 1/2\), from the appropriate version of Chernoff bound it thus follows that

\[
(C.27) \quad P\left( \Delta' \notin \left( -2\gamma^2 \frac{n}{md(\bar{c})}, 2\gamma^2 \frac{n}{md(\bar{c})} \right) \bigg| c \right) \leq e^{-\Omega\left( \frac{n}{md(\bar{c})^2} \right)} \leq e^{-\Omega\left( \frac{n^{1/2}}{\gamma^2} \right)}
\]

where in the last inequality we used again the fact that \(md(\bar{c}) \leq k \leq \varepsilon (n/\log n)^{1/4}\).

In order to formally complete the proof, let us now define event \(E_t = A_t \land B_t\), where \(A_t\) and \(B_t\) are the events

\[
\begin{align*}
A_t &= \left\{ |\Delta^{(t)}| \leq 2\gamma^2 \frac{n}{md(\bar{c})} \right\} \\
B_t &= \left\{ C_1^{(t)} \leq \left( 1 + \frac{2\gamma(1+\gamma)}{md(\bar{c})} \right)^{t} \cdot \frac{n}{md(\bar{c})} \right\}
\end{align*}
\]

Observe that

\[
\left( 1 + \frac{2\gamma(1+\gamma)}{md(\bar{c})} \right)^{t} \leq 2 \quad \text{for} \quad t \leq \frac{1}{4\gamma(1+\gamma)} \cdot md(\bar{c})
\]

Hence, if we set \(T = \left\lfloor \frac{1}{4\gamma(1+\gamma)} \cdot md(\bar{c}) \right\rfloor\), from (C.24) and (C.27) it follows that, for every \(j \in [t, t+T]\), we get

\[
P\left( E_j \mid \cap_{i=1}^{j-1} E_i \right) \geq (1 - n^{-c})
\]

for a positive constant \(c\) that we can make arbitrarily large. Thus, starting from the given color configuration \(c^{(i)}\), the probability that after \(T\) rounds the plurality \(C_1^{(t+T)}\) is at most \(2\gamma n/md(\bar{c})\) is

\[
P\left( C_1^{(t+T)} \leq 2\gamma \frac{n}{md(\bar{c})} \mid c^{(i)} \right) \geq 0
\]

\[
\geq P\left( \bigcap_{j=t}^{t+T} E_j \right) = \prod_{j=t}^{t+T} P\left( E_j \mid \bigcap_{i=t}^{j-1} E_i \right)
\]

\[
\geq (1 - n^{-c})^{T} \geq 1 - Tn^{-c} \geq 1 - n^{-\Omega(1)}
\]

\[\square\]

**Theorem C.1.** Let \(\bar{c}\) be the initial color configuration. If the initial number of colors is \(k \leq \varepsilon \cdot (n/\log n)^{1/6}\), where \(\varepsilon > 0\) is a sufficiently small positive constant, then the convergence time of the Undecided-State Dynamics is \(\Omega(md(\bar{c}))\) w.h.p.

**Proof.** From Lemma C.3 and Lemma C.6 it follows that there is a round \(t\), within the first \(O(\log n)\) rounds, such that the process lies in a color configuration \(c^{(i)}\) where the number of undecided nodes is \(|Q^{(i)} - n/2| \leq 2\gamma^2/md(\bar{c})\) and the plurality is \(C_1^{(i)} \leq \gamma(n/md(\bar{c}))\) w.h.p., where \(\gamma\) is a sufficiently large constant. From Lemma C.7, it then follows that the plurality \(C_1\) remains smaller than \(2\gamma(n/md(\bar{c}))\) for the next \(\Omega(md(\bar{c}))\) rounds.

There is, however, a “positive” drift for the plurality working in this “long” phase as well: this minimal drift (see the next lemma) allows the process to reach a state (representing the end of this phase) by which the plurality can re-start to grow fast (this phase-completion state is formalized in Lemma C.9).

**Lemma C.8.** (Minimal Drift) Let \(k = o\left( \sqrt{\frac{n}{\log n}} \right) \) and let \(\varepsilon \in (0, \frac{1}{2})\) be an arbitrarily small positive constant. Given a color configuration \(c\) such that

\[
\begin{align*}
c_1 &\geq \beta \cdot \frac{1}{R(c')} \quad \text{for some constant} \quad \beta > 0 \\
c_1 &\geq (1+\alpha) c_i \quad \text{for some constant} \quad \alpha > 0 \\
\text{and} \quad i &\neq 1
\end{align*}
\]

w.h.p. it holds either

\[
R(C') \leq 1 + \frac{\varepsilon}{3} \quad \text{and} \quad Q' \leq cn
\]

or

\[
C_1' + 2Q' \geq 1 + \Omega\left( \frac{1}{R(c)} \right)
\]

**Proof.** First, let us derive a lower bound on \(C_1' + 2Q'\) that holds w.h.p.
By Lemma C.1
\[ \mathbb{E}[C'_i + 2Q' | c] = n \cdot (1 + \Gamma(c)) \]
where
\[ \Gamma(c) = \left( 1 - \frac{c_i + 2q}{n} \right)^2 + 2(1 - \gamma)(R(c) - 1) \left( \frac{c_i}{n} \right)^2 \]
with \( \gamma = (1 + \alpha)^{-1} \). As in the proof of Lemma C.5, observe that \( \mathbb{E}[C'_i + 2Q' | c] \) can be written as the expected value of the sum of the following independent r.v.s: for each node \( i \)
\[ X_i = \begin{cases} 1 & \text{if node } i \text{ is 1-colored at round } t + 1, \\ 0 & \text{if node } i \text{ is undecided at round } t + 1. \end{cases} \]
Thus, we can apply the Chernoff bound (A.1) to them and get that w.h.p.
\[ (C.28) \quad C'_i + 2Q' \geq n \cdot (1 + \Gamma(c)) \left( 1 - O \left( \frac{\log n}{n} \right) \right) \]
Let us analyze (C.28) when \( R(c) > 1 + \frac{\epsilon}{2} \) or \( Q' > \frac{3}{2} \epsilon n \).
If \( R(c) > 1 + \frac{\epsilon}{2} \) we have that
\[ (C.29) \quad \Gamma(c) \geq 2(1 - \gamma)(R(c) - 1) \left( \frac{c_i}{n} \right)^2 \]
\[ \geq 2(1 - \gamma) \left( 1 - \frac{1}{R(c)} \right) R(c) \cdot \left( \frac{\beta}{R(c)} \right)^2 \]
\[ \geq \frac{\alpha \epsilon^2}{2(1 + \alpha)(1 + \epsilon/4) R(c)} \]
On the other hand, if \( R(c) \leq 1 + \frac{\epsilon}{2} \) then
\[ c_i = \frac{n - q}{R(c)} \geq \frac{n - q}{1 + \epsilon/4} \geq (n - q)(1 - \epsilon/4) \geq n - q - \frac{\epsilon}{4}n \]
hence, if it also holds that \( q > \frac{\epsilon}{4}n \), the latter inequality implies that
\[ 1 - \frac{c_i + 2q}{n} \leq \frac{\epsilon}{4} - \frac{q}{n} \leq - \frac{\epsilon}{2} \]
that is
\[ (C.30) \quad \Gamma(c) \geq \left( 1 - \frac{c_i + 2q}{n} \right)^2 \geq \frac{\epsilon^2}{4} \]
Therefore, if \( R(c) > 1 + \frac{\epsilon}{2} \) or \( q > \frac{\epsilon}{4}n \), then using (C.29), (C.30) and the given upper bound on the value of \( R(c) \), from (C.28) we get
\[ \frac{C'_i + 2Q'}{n} \geq \left( 1 + \Gamma(c) \right) \left( 1 - O \left( \frac{\log n}{n} \right) \right) \]
\[ \geq \left( 1 + \frac{\sigma}{R(c)} \right) \left( 1 - O \left( \frac{\log n}{n} \right) \right) \]
\[ \geq \left( 1 + \frac{\sigma}{2R(c)} \right) \]
where
\[ \sigma = \min \left\{ \frac{\epsilon^2}{4} R(c), \frac{\alpha \epsilon^2}{2(1 + \alpha)(1 + \epsilon/4)} \right\} \]
It remains to show that if \( R(c) \leq 1 + \frac{\epsilon}{4} \) and \( q \leq \frac{\epsilon}{4}n \) then w.h.p. \( R(C') \leq 1 + \frac{\epsilon}{4} \) and \( Q' \leq \epsilon n \).
In order to do so, observe that
\[ \sum_{i \neq 1} c_i = (R(c) - 1)c_1 \leq \frac{\epsilon}{4}n \]
It follows that
\[ \mu_q = \frac{q^2 + \sum_{i \neq j} c_i c_j}{n} \leq \frac{q^2 + 2c_1 \sum_{i \neq 1} c_j + \sum_{i \neq 1} c_i \sum_{j \neq 1} c_j}{n} \leq \left( \frac{3}{4} \right)^2 n + \frac{\epsilon}{2}c_1 + \frac{\epsilon^2}{16}n \]
Thanks to the Chernoff bound (A.2) and since \( \epsilon < \frac{1}{2} \), the previous inequality implies that w.h.p. \( Q' \leq \epsilon n \).
As for \( R(C') \), by applying Lemma C.2 and using the Chernoff bound (A.2), we get that w.h.p. \( R(C') \leq 1 + \frac{\epsilon}{4} \), concluding the proof.

**Lemma C.9.** Let \( k = O((n/\log n)^{1/4}) \) and let \( \epsilon > 0 \) be an arbitrarily small constant. If the process is in a color configuration \( c^{(t)} \) that satisfies the following conditions:
\[ (C.31) \begin{cases} \frac{c^{(t)}_i + 2q^{(t)}_i}{n} = 1 + \Omega \left( \frac{1}{R(c^{(t)})} \right) \\ c^{(t)}_i \geq \frac{1}{17} R(c^{(t)}) \\ R(c^{(t)}) = O(\text{md}(c)) \\ c^{(t)}_i \geq (1 + \alpha) \cdot c^{(t)}_i \text{ for some constant } \alpha > 0 \\ \text{and for any color } i \neq 1 \end{cases} \]
then, after \( T = O(\text{md}(c) \cdot \log n) \) rounds, the process is w.h.p. in a color configuration \( c^{(t+T)} \) such that
\[ \begin{cases} C^{(t+T)}_1 \geq \frac{1}{17} \frac{n}{R(c^{(t+T)})} \\ R(C^{(t+T)}) \leq 1 + \frac{\epsilon}{3} \\ Q^{(t+T)} \leq \epsilon n \\ C^{(t+T)}_i \geq (1 + \alpha) \cdot C^{(t+T)}_i(1 - o(1)) \quad \text{for any color } i \neq 1 \end{cases} \]
**Proof.** First, we show that, if we start in a color configuration \( c \) satisfying properties (C.31), (C.32),
Using the Chernoff bound \((A.1)\) and conditions \((C.32)\) and \((C.31)\), we get that w.h.p. 
\[
C'_1 \geq \frac{c_1}{n} + \frac{2q'}{n} + c_1 \left( 1 - O \left( \sqrt{\log \frac{n}{\mu_1}} \right) \right) 
\]
\[
= \left( 1 + \Omega \left( \frac{1}{R(c)} \right) \right) c_1 \geq \frac{1}{17} \frac{n}{R(c)} 
\]
In the first equality, we used that \((C.31)\) and \((C.32)\) together imply that \(\mu_1 \geq c_1 \geq \frac{1}{17} \frac{n}{R(c)} \) w.h.p., thus proving that \(C'\) also satisfies Condition \((C.32)\) w.h.p. Moreover, Condition \((C.32)\) allows us to apply Lemma \(C.2\) to get that w.h.p. 
\[
C'_1 \geq (1 + \alpha) \cdot C'_1 \cdot \left( 1 - O \left( \log n / \mu_1 \right)^{1/2} \right) 
\]
\[
R(C') < R(c) \cdot \left( 1 + O \left( \log n / \mu_1 \right)^{1/2} \right) 
\]
proving that w.h.p. \(C'\) satisfies the hypotheses \((C.33)\) and \((C.34)\). 
Now, by Lemma \(C.8\) and \((C.33)\), it follows that w.h.p. either \(R(C') \leq 1 + \frac{3}{4}q'\) and \(Q' \leq \varepsilon n\) (in which case, we have done), or it holds w.h.p. that 
\[
C'_1 + 2Q' = 1 + \Omega \left( \frac{1}{R(c)} \right) = 1 + \Omega \left( \frac{1}{md} \right) 
\]
In the latter case, \(C'\) satisfies also Condition \((C.31)\) and the above argument can be iterated again. In particular, \((C.31)\) implies that after \(T = \Omega(md \log n)\) further rounds w.h.p. we have 
\[
C_{1}^{(i+T)} = \left( 1 + \Omega \left( \frac{1}{md} \right) \right) C_{1}^{(i+T-1)} = \cdots = 
\]
\[
= \left( 1 + \Omega \left( \frac{1}{md} \right) \right)^T C_{1}^{(i)} = n - o(n) 
\]
and thus 
\[
R(C_{1}^{(i+T)}) = 1 - \frac{\sum_{i \neq 1} C_i^{(i+T)}}{C_{1}^{(i+T)}} \leq \frac{\varepsilon}{3} \text{ and } Q_{1}^{(i+T)} \leq \varepsilon n 
\]
\subsection{C.5 Third phase: From plurality to totality.}
The next theorem connects the results achieved in the previous sections into a consistent picture, establishing an upper bound on the overall convergence time of the process. Its proof also highlights the main features of the final phase, during which plurality turns into totality of the agents at an exponential rate.

**Theorem C.2.** Let \(k = O((n/\log n)^{1/3})\) and let \(\varepsilon\) be any initial configuration such that for any \(i \neq 1\) \(c_i \geq (1 + \alpha) c_1\), holds, where \(\alpha\) is an arbitrarily small positive constant. Then, w.h.p. after at most \(T = \Omega(md \log n)\) time steps all agents support the initial plurality color.

**Proof.** Let \(\varepsilon > 0\) be an arbitrarily small positive constant. Thanks to Lemma \(C.5\), we can assume that at some time \(\tilde{t} = O(log n)\) the process w.h.p. reaches a configuration \(C^{(\tilde{t})}\) where
\[
\begin{align*}
C^{(\tilde{t})} & = \frac{C^{(\tilde{t})} + 2Q^{(\tilde{t})}}{n} = 1 + \Omega \left( \frac{1}{R(c^{(\tilde{t})})} \right) \\
\frac{C^{(\tilde{t})}}{n} & = \frac{1}{17} \frac{n}{R(c^{(\tilde{t})})} \\
R(c^{(\tilde{t})}) & = O(md) \\
C^{(\tilde{t})} & \geq (1 + \alpha) \cdot c_1 \cdot (1 - o(1)) \text{ for any color } i \neq 1
\end{align*}
\]
Assuming \(c^{(\tilde{t})}\), Lemma \(C.9\) determines the kick-off condition for a new phase in which both the undecided and the non-plurality color communities decrease exponentially fast. In particular, it implies that w.h.p., within \(O(md \log n)\) further rounds, the process reaches a configuration \(C^{(t_{end})}\) such that the following properties hold:
\[
\begin{align*}
C^{(t_{end})} & \geq \frac{1}{17} R(c^{(t_{end})}) \\
C^{(t_{end})} & \geq (1 + \alpha) \cdot C^{(t_{end})}(1 - o(1)) \text{ for any color } i \neq 1 \\
R(c^{(t_{end})}) & \leq 1 + \frac{\varepsilon}{3} \\
Q^{(t_{end})} & \leq \varepsilon n
\end{align*}
\]
Now, we show that starting from any configuration satisfying the conditions above, any community (including the undecided) other than the plurality decreases exponentially fast until disappearance. To aim, let \(\psi = \sum_{i \neq 1} c_i + q\) and, as usual, let \(\Psi'\) be the r.v. associated to the value of \(\psi\) at the next time step. We prove that the following holds in any round following \(t_{end}\): i) w.h.p., both \(Q\) and \(\sum_{i \neq 1} C_i\) are bounded by quantities that decrease by a constant factor, so that at any time following \(t_{end}\), \(\Psi\) is (upper) bounded by a quantity that decreases exponentially fast, thus \(C_1 = n - \Psi\) is (lower) bounded by an increasing quantity; ii) properties \((C.36)\), still holds. In the rest of this proof we assume \(\varepsilon < 1/3\), which is consistent with the assumptions of Lemma \(C.9\).
To begin with, note that Property (C.37) implies \( \sum_{i \neq 1} C_i \leq \frac{1}{3} n \), so that
\[
\sum_{i \neq j} c_i \cdot c_j \leq 2c_1 \sum_{j \neq 1} c_j + \sum_{i \neq 1} c_i \sum_{j \neq 1} c_j \leq \left( \frac{2}{3} \epsilon + \frac{2}{9} \right) n^2
\]
Therefore, properties (C.37) and (C.38) together imply
\[
(C.39) \quad \mu_q = \frac{(q)^2 + \sum_{i \neq 1} c_i \cdot c_j}{n} \leq \left( \epsilon^2 + \frac{2}{3} \epsilon + \frac{2}{9} \right) n < \frac{3}{4} n
\]
where we use the assumption that \( \epsilon < 1/3 \). At this point, we can use the Chernoff bound (A.2) to show that (C.39) and (C.40) hold w.h.p. (up to a multiplicative factor \( 1 + O(1) \)). This proves that w.h.p., both \( Q \) and \( \sum_{i \neq 1} C_i \) (and hence \( \Psi \)) decrease by a constant factor in a round\(^2\). It remains to observe that, when \( q \) and/or \( \sum_{i \neq 1} c_i \) become \( \Theta(\log n) \), an application of the Chernoff bound (A.3) shows that w.h.p., they remain below this value in the subsequent rounds. This completes the proof of i). Moreover, since \( C_1 = n - \Psi \), i) implies that \( C_1 \) is lower bounded by an increasing quantity w.h.p. Additionally, property (C.35) and i) just proved, together with property (C.36), imply the assumptions of Lemma C.2, allowing us to show that w.h.p. property (C.36) still holds at the end of next round as well.

As a consequence, we have that in at most \( \tau = O(\log n) \) rounds w.h.p. we reach a color configuration \( C'(t_{end} + \tau) \) such that \( Q(t_{end} + \tau) + \sum_{i \neq 1} C_i(t_{end} + \tau) = O(\log n) \).

Finally, we can apply Markov’s inequality on the value of \( \sum_{i \neq 1} C_i(t_{end} + \tau) \) to show that at the next round w.h.p. all color communities except for the plurality one disappear. \( \square \)

**D Node congestion analysis**

The parallel random walks described in Section 4 yield variable token queues in the nodes. For each node \( u \in [n] \), and for every round \( t \in [2\tau] \) of the phase, we consider the r.v. \( Q_{t,u} \) defined as the number of tokens in \( u \) at round \( t \) of any phase of the modified dynamics. In the next lemma we prove a useful bound on the maximal congestion in a phase of length \( 2\tau \).

**Lemma D.1.** Consider a phase of length \( 2\tau \geq 1 \) of the above protocol on a \( d \)-regular graph \( G = (V,E) \). Let \( u \in V \) be any node and let \( t \) be any round of the phase. Then, for any constant \( c > 0 \), it holds that
\[
P\left( \max_{1 \leq t \leq 2\tau} Q_{t,u} \leq \max \left\{ \sqrt{2c\tau\log n}, 3c\log n \right\} \right) \geq 1 - \left( \frac{2\tau)^2}{n^{2\gamma}} \right)
\]
**Proof.** Consider the number \( Y_t \) of tokens received by a fixed node \( u \) at round \( t \) (for brevity’s sake, we will omit index \( u \) in any r.v.). Then we can write
\[
Y_t = \sum_{i \in [d]} X_{i,t}
\]
where \( X_{i,t} = 1 \) if the \( i \)-th neighbor of \( u \) sends a token to \( u \) and \( 0 \) o.w.. Observe (again) that the r.v.s \( X_{i,t} \) are not mutually independent. However, the crucial fact is, that for any \( t \) and any \( i \), it holds \( P \left( X_{i,t} = 1 \right) \leq 1/d \), regardless the state of the system (in particular, independently of the value of the other r.v.s).

So, if we consider a family \( \{X_{i,t} : i \in [d] \ t \in [2\tau]\} \) of i.i.d. Bernoulli r.v.s with \( P \left( X_{i,t} = 1 \right) = 1/d \), then \( Y_t \) is stochastically smaller than
\[
\tilde{Y}_t = \sum_{i=1}^d \hat{X}_{i,t}
\]
For any node \( u \) and any round \( t \), the r.v. \( \hat{Q}_t \) is thus stochastically smaller than the r.v. \( \hat{Q}_t \) defined recursively as follows.
\[
\left\{ \begin{array}{ll}
\hat{Q}_t = \hat{Q}_{t-1} + \tilde{Y}_t - \chi_t \\
\hat{Q}_0 = 1
\end{array} \right.
\]
where \( \chi_t = \begin{cases} 1 & \text{if } \hat{Q}_{t-1} > 0 \\ 0 & \text{otherwise} \end{cases} \)
Since our goal is to provide a concentration upper bound on \( \hat{Q}_t \), we can do it by considering the “simpler” process \( \hat{Q}_t \). By the way, unrolling \( \hat{Q}_t \) directly is far from trivial: We need the “right” way to write it by using only i.i.d. Bernoulli r.v.s. Let’s see how.

For any \( t \in [2\tau] \) and for any \( s \in [t] \), define the r.v.
\[
(D.41) \quad Z_{s,t} = \sum_{i=s}^t \tilde{Y}_i - (t - s)
\]
Informally speaking, \( Z_{s,t} \) matches the value of \( \hat{Q}_t \) whenever \( s \leq t \) was the last previous round s.t. \( \hat{Q}_s = 0 \).

As a key-fact we show that \( \hat{Q}_t \) can be bounded by the maximum of \( Z_{s,t} \) for \( s \leq t \).
Claim 2. For any $t \in [2\tau]$ it holds that
\[ \hat{Q}_t \leq \max \{ Z_{s,t} : s = 1, \ldots, t \} \]
and thus
\[ (D.42) \quad \max \{ Q_t : 1 \leq t \leq 2\tau \} \leq \max \{ Z_{s,t} : 1 \leq s \leq t \leq 2\tau \} \]

Proof. (of the Claim). For any $s \in [t]$, let
\[ \chi_{s,t} = \prod_{r=s}^{t} \chi_r \]
be the r.v. taking value 1 if $\hat{Q}_{r-1} > 0$ for all $s \leq r \leq t$ and 0 otherwise. It is easy to prove by induction that $\chi_{s,t}$ can be written as
\[ (D.43) \quad \hat{Q}_t = \sum_{s=2}^{t} (1 - \chi_{s-1})\chi_{s,t}Z_{s-1,t} + \chi_{1,t}Z_{1,t} + (1 - \chi_t)Z_{t,t} \]
Since
\[ \sum_{s=2}^{t} (1 - \chi_{s-1})\chi_{s,t} + \chi_{1,t} = 1 \]
the sum in (D.43) is not larger than the maximum of the $Z_{s,t}$, hence
\[ \hat{Q}_t \leq \max \{ Z_{s,t} : s = 1, \ldots, t \} \]
and
\[ \max \{ Q_t : 1 \leq t \leq 2\tau \} \leq \max \{ Z_{s,t} : 1 \leq s \leq t \leq 2\tau \} \]
\[ \square \](of the Claim).

Let us consider (D.41): The r.v. $Z_{s,t} + (t-s)$ is a sum of $d \cdot (t-s+1)$ i.i.d. Bernoulli r.v.s each one with expectation 1/$d$. From the Chernoff bounds (A.2) and (A.3), for any $1 \leq s \leq t$, it holds that
\[ P \left( Z_{s,t} \leq \max \left\{ \sqrt{c(t-s+1)\log n}, 6c\log n \right\} \right) \geq 1 - n^{-c/3} \]
By taking the union bound over all $1 \leq s \leq t \leq 2\tau$, from the above bound and (D.42) we can get the desired concentration bound on the maximal node congestion during every phase:
\[ P \left( \max_{1 \leq \tau \leq 2\tau} Q_t \leq \max \left\{ \sqrt{2c\tau \log n}, 6c\log n \right\} \right) \geq 1 - \frac{(2\tau)^2}{n^{c/3}} \]

Let $t^G_\text{mix}(\epsilon)$ be the first round such that the total variation distance between the simple random walk starting at an arbitrary node and the uniform distribution is smaller than $\epsilon$, i.e.,
\[ t^G_\text{mix}(\epsilon) = \inf \{ t \in \mathbb{N} : \| P^t(u, \cdot) - \pi \| \leq \epsilon \text{ for all } u \in V \} \]
Notice that for any $\epsilon > 0$ it holds that (see e.g. (4.36) in [24])
\[ (D.44) \quad t^G_\text{mix}(\epsilon) \leq \log(1/\epsilon) t^G_\text{mix}(1/(2\epsilon)) \]
As a consequence of the above Lemma, we can now set the right value of $\tau$, thus getting the following result.

Theorem D.1. Let $G = ([n], E)$ be a $d$-regular graph with $t^G_\text{mix}(1/4) = \text{polylog}(n)$. Each round of the Undecided-State Dynamics on the clique can be simulated on $G$ in the GOSSIP model in $\text{polylog}(n)$ rounds by exchanging messages of $\text{polylog}(n)$ size, w.h.p.

Proof. Let $2\tau = 2\alpha^2 \log n$ be the length of the phase, where $\alpha = \sqrt[4]{\epsilon G} \left(1/n^2\right)$ and $\alpha$ is a suitable constant that we fix later. From Lemma D.1, we have that the maximum number of tokens in every node at any round of the phase is w.h.p at most
\[ \sqrt{2\alpha \tau \log n} = \sqrt{\alpha c \cdot \log n} \]
Since tokens are enqueued with a FIFO policy, each single hop of the random walk performed by a token can be delayed for at most the above number of rounds. Hence, in order to perform $\tau$ hops of the random walk, a token takes at most $\sqrt{\alpha c \cdot \tau^2 \log n}$ rounds w.h.p.

By choosing $\alpha \geq 4\epsilon$ we have that this number is smaller than $\tau$, this allows us to set $\tau$ so that the forward process and the backward one can both complete safely.

By union bounding over all tokens we thus have that during the phase all tokens perform at least $\tau$ hops of a random walk and report back to the sender the color of the node they reached after $\tau$ hops w.h.p.

Finally, notice that from (D.44) it follows that $\tau = \text{polylog}(n)$. The phase length and the size of the exchanged messages are thus $\text{polylog}(n)$ as well. \[ \square \]

Since a lazy random walk on regular expanders (see e.g. [21]) has $\text{polylog}(n)$ mixing time, from the above theorem and our result on the Undecided-State Dynamics on the clique we easily get the following final result.

Corollary 1. From any initial configuration $c$ such that the Undecided-State Dynamics on the clique completes plurality consensus in $O(\text{md}(c) \log n)$ rounds w.h.p., the modified Undecided-State Dynamics completes plurality consensus on any $d$-regular expander graph within $O(\text{md}(c) \cdot \text{polylog}(n))$ rounds w.h.p.