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Abstract — The need to extract and manage domain-specific taxonomies has become increasingly relevant in recent years. A taxonomy is a form of business intelligence, used to integrate information, reduce semantic heterogeneity, describe emergent communities and interest groups, facilitate the communication between information systems. We present a semi-automated strategy to extract domain-specific taxonomies from web documents and its application to model a Network of Excellence in the emerging research field of enterprise interoperability.
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1 INTRODUCTION

Taxonomies (from the Greek words taxis, meaning arrangement, and onoma, meaning name) have recently emerged from specific fields like biology, book indexing and library science into the corporate limelight. Taxonomies are considered the backbone of an organization’s information architecture. Whether the focus is on document indexing or knowledge management, a domain taxonomy is the first step towards effective classification and retrieval, concept sharing, interoperability among web communities, corporate enterprises, and interest groups. Furthermore, building a taxonomy is considered the first step towards creating a formal ontology of a domain, as suggested by the METHONTLOGY framework [1]. The NASA agency has recently published a white paper [2] in which a taxonomy development roadmap is outlined. Taxonomy development is seen as a two-phase process: in phase one the scope of the taxonomy is defined through interviews with stakeholders and subject matter experts, and the analysis of exemplary documents. In phase two, the taxonomy is actually developed by specialized personnel (a company which specializes in taxonomy) through a close cooperation with the stakeholder community in order to get continuous feedback. The outlined process is time consuming and costly, and can hardly be followed by non-profit organizations such as web communities and interest groups.

In this paper we present a general-purpose semi-automated methodology to speed up and facilitate the design of a domain taxonomy. We then show an application of the taxonomy for improving accessibility of knowledge and data repositories in a web community.

The methodology has several novelties in comparison with the state-of-art literature, and furthermore, it has been submitted to large-scale evaluation by the members of a web community, the INTEROP NoE1, whose main mission is to support scientific advancements and dissemination actions in the field of enterprise and software interoperability. One of the objectives of INTEROP was to build a so-called “Knowledge Map” (KMap) of partner competences, to perform a periodic diagnostic of the extent of research collaboration and coordination among the NoE members (a similar application is described in [3]).

The main benefits of the KMap for its users are: i) to be able to diagnose current interoperability research within INTEROP and in Europe; ii) to receive an overview of all European research activities on interoperability and subordinated topics; iii) to receive an overview of organisations and experts as well as research results; iv) to find potential partners for collaborating in research activities.

The target groups of the INTEROP KMap system are not only project members but also the scientific community in the field of interoperability, including universities, research institutes, researchers, companies, etc.

These objectives and targets may be considered relevant for any scientific web community in any research field.

The INTEROP KMap is a Knowledge Management application, exploiting recent research results in the area of Semantic Web, Text Mining, and Information Retrieval. These techniques have been set up to create a semantically indexed information repository, storing data on active collaborations, projects, research results and organizations. The KMap interface allows users to retrieve information about partner collaborations, research results and available (or missing) competences, as well as to obtain summarized information (presented in a graphical or tabular format) on
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the overall degree of collaboration and overlapping competence, based on a measure of semantic similarity between pieces of information.

In order to index and navigate the KMap, it was decided to build a taxonomy of concepts on enterprise interoperability research. The taxonomy is evolving towards the full power of an ontology during the last year of the INTEROP project. With reference to the roadmap in [2], the development of an INTEROP taxonomy appeared to be particularly complex for several reasons:

1. The project is based on the intersection of three research areas: ontology, enterprise modeling and architecture and platforms. A better understanding of the inter-relations among the three INTEROP domains of interest and the identification of common concepts was one of the objectives of the NoE.

2. As a consequence of (1), not one of the over 180 researchers participating in the project could identify, by himself, the relevant terms that should appear in the taxonomy: in other terms, creating a taxonomy of enterprise interoperability was considered the first step to typify a research domain whose boundaries were vaguely specified.

3. A further problem was the absence, in the network, of lexicographic skills, to ensure professional quality of definitions.

Given the above, the use of automated techniques seemed particularly appropriate, thus providing an ideal test-bed for our methodology.

The paper is organized as follows: Section 2 presents the state-of-art on automated taxonomy learning. Section 3 presents our method in some detail. Section 4 describes the validation process and briefly presents the web applications used to support validation. Section 5 describes the application of the taxonomy to the semantic indexing of the KMap.

2 The State-of-Art in Taxonomy Learning

Taxonomy learning is a three stage process: terminology extraction, glossary extraction, and finally, extraction of taxonomic relations between terms. Terminology extraction is widely analyzed in literature: the majority of methods propose a combination of statistical and natural language processing techniques. Among the most recent and best performing systems, in [4] a method is presented to extract a domain terminology based on a pipeline architecture and the use of a statistical measure called lexical cohesion, also used in our work.

Automatic glossary extraction is instead a relatively new field, with very few contributions. In [5] the DEFINER system is described, a text mining method to extract embedded definitions in on-line texts. The system is based on pattern matching at the lexical level, guided by cue phrases like “is called” “is defined as” etc. As shown later in this paper, the application of simple lexical patterns on unstructured documents (e.g. the web) may produce poor results in terms of performance. For example, most definitions have the pattern “x is a y” but the choice of using or not using this pattern has a negative impact on precision and recall, respectively. A problem similar to glossary extraction is that of answering “what is x?” questions in the field of open domain question answering (QA). Many approaches presented in QA literature, especially those evaluated in TREC conferences, require the availability of training data, e.g. large collections of sentences tagged as “definitions” or “non-definitions”. Supervised approaches like [6], [7] would be rather time consuming if applied to glossary building in emerging domains, above all due to the need of manually tagged data.

The third stage, automated learning of taxonomic relations (i.e. kind of relations), is a relatively mature field, pioneered by seminal work at IBM [8] on dictionary parsing, and recently surveyed in [9]. Research on taxonomy learning can be grouped into three areas: i) methods based on the use of manually or automatically created regular expressions applied to web documents, e.g. [10], [11], [12]; ii) methods based on statistical methods and vectors of word features extracted from web documents, like [13], [9], [14], [15], [16], [17]; iii) methods based on dictionary parsing, like the already mentioned [8] and the relatively more recent ArtRank system [18].

Each of these methods has some drawbacks: we have already mentioned possible problems when using regular expressions at the lexical level, either manually or automatically learned. Statistical and machine learning methods are mostly based on the analysis and comparison of contextual features of terms, extracted from their occurrences in texts (see [17] for a comparison of different vector-based hierarchical clustering algorithms). Taxonomies obtained through this approach are very hard to evaluate by a human judge, since kind-of relations are learned on the basis of statistical measures, prone to noise and idiosyncratic data. For example, when the method is used to replicate the structure of an already existing taxonomy, the error rate (for noun classification) is over 50-60% [13].

Finally, dictionary parsing has well known disadvantages [19], like circularity of definitions, over-generality, etc.

To sum up, while a variety of methods are available in literature to address the single phases of taxonomy learning, no method addresses the complete knowledge extraction value chain, from lexicon to glossary and taxonomy. Another issue is the predominant use of trained methods: the availability of training sets cannot be assumed in general, and furthermore, preparing a training set requires professional annotators, like e.g. in TREC contests. Finally, performance is often measured with reference to the judgment of two/three human evaluators, usually the authors themselves, again with the exception of TREC contests, where systems are more objectively compared against the same, professionally developed, test set. In the rest of this paper we show how to overcome (at least in part) these limitations.

3 Automatic Learning of the Interoperability Taxonomy

The knowledge acquisition value chain adopted in this
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work is based on a sequence of automatic and manual steps. Progressively more formal data structures (lexicon, glossary, taxonomy, and currently, ontology) are first, automatically (A) acquired, and then, manually (M) validated and enhanced by the community members, using suitable web applications and collaborative work tools. The steps are the following:

1. (M) Collect a document archive \( D \) of domain-pertinent documents;
2. (A) Extract a domain lexicon \( L \) from \( D \), where \( L \) is a list of relevant terms in the subject domain;
3. (A) For \( t \in L \), search in \( D \) and on the web for the sentences that are candidate definitions for that term;
4. (A) Filter candidates to reduce noise (sentences that are not domain-pertinent, or non-definitions); let \( D' \) be the filtered set definitions \( \forall t \in L \) and \( G \) the glossary including all \( D' \);
5. (M) Manually validate the obtained lexicon and glossary through a web-based collaborative application;
6. (A) Parse glosses to extract the hypernym (kind of) information;
7. (A) Use extracted hypernyms as well as other available taxonomies (e.g., on-line general-purpose linguistic ontologies) to arrange terms in a forest of taxonomically ordered sub-trees \( F \);
8. (M) Use a web application to: i) define the core concepts \( C \) of the taxonomy, ii) validate \( F \) (step 7) and iii) enrich \( C \) with \( F \).

The outlined procedure is domain independent, even though the examples throughout the paper are mostly chosen from the INTEROP domain. The idea behind this “learn-and-validate” approach is that, despite great progress in the area of taxonomy-ontology building and knowledge acquisition, automated techniques cannot fully replace the human experts and the stakeholders of a semantic web application. In our view, automated procedures are useful to achieve a significant speed-up factor in the development of semantic resources, but human validation and refinement are unavoidable whenever resources are to be used in real environments and applications. In the rest of this paper we will further motivate this strategy.

## 3.1 Collect Relevant Natural Language Communications

The first step of the procedure is to collect a large number of documents in written form, which should represent at best what is communicated and exchanged among the members of a community. Starting with available documents exchanged among or published by the members of a web community, the task is to incrementally identify a larger set of related web pages (or web accessible documents) including not only those of the community members, but also those of authoritative sources on the subject topics. This is a partly manual, partly automated step, and its complexity and involved effort greatly depends on the community under consideration. For the sake of space, and because this process is essentially manual, we will not go into further detail.

### 3.2 Extraction of a Domain Lexicon

A domain lexicon \( L \) is a list of terms \( t \) (single or multi-word expressions) commonly used within a given community of interest. The purpose of this phase is to automatically extract \( L \) from the documentation collected in phase 1. Terminological candidates are multi-word strings with a precise syntactic structure (e.g.: compounds, adjective+compound, etc) and certain distributional properties across the domain documents. Examples in various fields are the following: in enterprise interoperability: enterprise intra organizational integration, in tourism: gourmet restaurant, in computer networks: packet switching protocol, in art techniques: chiaroscuro. Statistical and syntactic processing tools are used for automatic extraction of terms (details and performance evaluation of this phase have already been published in [19] with reference to INTEROP and many other domains). The main novelty of our terminology learning method (e.g. wrt [4]) is the definition of an entropy-based measure called domain consensus: only terms with an even probability distribution across the documents of the domain are selected, simulating the consensus that an emerging concept must gain in a community before being adopted.

## 3.3 Extraction of Definitions

Once an initial lexicon has been extracted, the subsequent phase is to obtain a list of (one or more) definitions for each term. Again, the number and quality of the documents available for this task may vary depending upon the domain. In more “stable” domains, such as art, tourism and computer networks, glossaries are often available on the Internet. In emergent domains, such as enterprise interoperability, and for new terms gaining popularity in well-established domains, the definitions must be extracted from community-provided and web documents.

Extraction of definitions relies on an incremental filtering process. Definitions are initially looked up in existing web glossaries. If they are not found, simple patterns at the lexical level (e.g. \( t \) is a \( Y \), \( t \) is defined as \( Y \), etc.) are used to extensively search for an initial set of candidate definitions among web documents. On the set of candidates, a first statistical filtering is applied to verify domain pertinence. A subsequent stylistic filtering is applied, based on fine-grained regular expressions at the lexical, part of speech and syntactic level. The objective is to select “well-formed” definitions, i.e. definitions expressed in term of genus (the kind a concept belongs to) and differentia (what specializes the concept wrt its kind).

Stylistic filtering is a novel criterion wrt related literature on definition extraction, and has several advantages: i) to prefer definitions adhering to a uniform style, commonly adopted by professional lexicographers; ii) to distinguish definitions from non-definitions (especially when candidate definitions are extracted from free texts, rather than glossaries); iii) to be able to extract from definitions a kind-of information, used to arrange terms taxonomically.

For each term \( t \) in the extracted lexicon we first search for a definition, in on-line glossaries and then, we extract definition sentences from web documents. We have defined the following algorithm to extract definitions:

1. From the set of word \( \text{components} \) forming the ex-
extracted lexicon \( L \) of a domain \( D \), learn a probabilistic model of the domain, i.e. assign a probability of occurrence to each word component. More precisely, let \( L \) be the lexicon of extracted terms, \( LT \) the set of singleton word components appearing in \( L \), and let:

\[
E(P(w)) = \frac{\text{freq}(w)}{\sum_{w_i \in LT} \text{freq}(w_i)}
\]

be the estimated probability of \( w \) in \( D \), where \( w \in LT \) and the frequencies are computed in \( L \). For example, if \( L = \{\text{distributed system integration, integration method}\} \) then \( LT = \{\text{distributed, system, integration, method}\} \) and \( E(P(\text{integration})) = 2/5 \).

2. For each term \( t \) in \( L \), do the following:
   a. Search definitions for \( t \) in on-line glossaries\(^3\). Let \( D_\text{g}^t \) be the set of extracted candidate definitions;
   b. If \( D_\text{g}^t \neq \emptyset \) then apply a domain relevance and a style filter, as described later. Let \( D_\text{web}^t \) be the filtered set.
   c. If either \( D_\text{g}^t \) or \( D_\text{web}^t \) are empty, then extract a set of sentences including \( t \) from the community-provided documents first, and after from the web. A first rough filtering is applied to the usually large set of extracted documents, searching for simple patterns like “\( t \) is” “\( t \) defines” “\( t \) refers” etc. Let \( D_\text{web}^t \) be the set of candidates after this step.
   d. On \( D_\text{web}^t \) apply a domain relevance and a style filter, as described later. Let \( D_\text{web}^t \) be the filtered set.

3. Let:

\[
G = \bigcup_{t \in L} D_\text{g}^t, \quad s \in \{g, \text{web}\}
\]

be the extracted domain glossary.

We now describe the domain pertinence and style filters. The domain pertinence is used to filter out from \( D_\text{g}^t \) or \( D_\text{web}^t \) candidates which appear to not be relevant for a given domain (e.g. enterprise interoperability). For example, one of the retrieved glossary definitions for the word model is: “A model is a person who acts as a human prop for purposes of art, fashion, advertising, etc.” while a domain-appropriate definition is “A representation of a set of components of a process, system, or subject area, generally developed for understanding, analysis, improvement, and/or replacement of the process”.

Let \( \text{def}(t) \) be a candidate definition for \( t \), \( W_i \) be the set of content words in \( \text{def}(t) \) and \( W_i \subseteq W_i \) be the subset of words in \( \text{def}(t) \) belonging to \( LT \) (see step 1 above). The domain pertinence of \( \text{def}(t) \) is defined as:

\[
\text{weight} (\text{def}(t)) = \sum_{w \in W_i} E(P(w)) \log(N_i/n_i^n) + \alpha \sum_{w \in LT} E(P(w))
\]

where \( N_i \) is the number of candidate definitions extracted for the term \( t \) (either the set \( D_\text{g}^t \) or \( D_\text{web}^t \)), and \( n_i \) is the number of such candidates including the word \( w \). The log factor, called inverse document frequency in information retrieval literature, reduces the weight of words that have a very high probability of occurrence in any candidate sentence, regardless of the domain (e.g. words like “system”). For these very common words, the log value is close to zero. The additional sum in this formula assigns a higher weight to those sentences including some of the components of the term \( t \) to be defined (this heuristic is supported by the analysis of professional on-line glossaries), e.g. “Schema integration is the process by which schemata from heterogeneous databases are conceptually integrated into a single cohesive schema”.

The second applied filter is a stylistic filter, called well-formedness.

Usually, well-formed definitions are provided in terms of genus (the kind, or hypernym, to which an entity belongs) and differentia (what differentiates the entity wrt the more general class), e.g. “enterprise information integration is the process of integrating structured data from any relevant source for the purpose of presenting an intelligent, real-time view of the business to a business analyst or an operational application.” In this definition, the noun phrase that identifies the genus is marked in bold. Not all definitions are well-formed in the above mentioned sense, e.g. “component integration is obtained by composing the component’s refinement structures together, resulting in (larger) refinement structures which can be further used as components”, and many sentences being not well-formed are non-definitions, e.g. “component integration has been recently proposed to provide a solution for those issues”.

To verify well-formedness, we write regular expressions [21] that impose constraints on a sentence structure at the lexical, part of speech and syntactic level. Part of speech and syntactic elements are identified using an available parser, the TreeTagger. The well-formedness criterion is verified by increasingly refined expressions. First, the main noun phrase (NP) of the definition is identified, e.g. r=’/NP+/’. This regular expression prescribes a sentence structure with syntactic constraints. It reads: “a definition is formed by a facultative prepositional phrase (’/PP/) followed by the main noun phrase (NP), followed by anything else (+)”. An example of sentence matching \( r \) is: “domain model: [in the traditional software engineering perspective], [a precise representation], of specification and implementation concepts that define a class of existing systems”. Additional regular expressions are then applied on the main NP, e.g.:

\[
p_t=’/[\text{Refers}\ |\	ext{Referring}\ ]/\text{sto}\ /\text{s((a|the)\ }\text{s)}?/\text{type}\ /\text{kind}\ /\text{sof}\ /\text{of}\ /’
\]

The regular expression \( p_t \) applies only lexical constraints (much in the same way as [4] and related work on extracting relations from corpora, like [10], [11], [14]) and detects the presence of “cue” words like is a, refers, is a type of, is the process of, etc. in the main NP of the definition. Note that the potentially noisy “is a” pattern is included, since the pres-

\(^3\)We use the Google’s “define” feature.
ence of the other filters significantly reduce the noise. Finally, additional regular expressions are used to detect the presence of the kind_of (hypernym) information in the main NP.

For example, consider the regular expression:
\[ r_f = ^{\wedge}(A \mid D)?((V \mid C \mid L \mid N \mid R))^{(N)} \]

\( r_f \) imposes part of speech constraints on a sentence fragment. Symbols in \( r_f \) are part of speech tags (POS), e.g. article (A), verb (V), adjective (J), noun (N) etc. The previous definition of domain model matches both \( r_f \) and \( r_e \). When parsing this sentence with the TreeTagger we obtain:

Syntactic Analysis: (PP NP PP CNP RVP NP PP)

POS: (PAJNNN AJN PNCNNWVANPJN)

The bold POS (N) represents the fragment selected as the hypernym. The application of \( r_f \) returns: hypernym: representation

Or-conjoined hypernyms are also handled: “The systematic format and technical structure that...” is a sentence that returns two hypernyms, format and structure. Definitions for which none of the “hypernymy-seeker” regular expressions apply, are rejected.

We underline that all the regular expressions used are general purpose, i.e. not tailored for a specific domain. To write these expressions, we have analyzed several professional glossaries on the web. Domain dependence is instead verified through the automatically learned probabilistic model (step 1).

Candidates in \( D^L \) or \( D^T \), purged from sentences not adhering to the style criterion, are ordered according to their domain pertinence weight. The first \( k \) candidates are selected, according to a term-dependent automatically computed threshold: \( \text{weight}(\text{def}(t)) \geq \theta_t \). In short, the computation is based on ordering the \( \text{weight}(\text{def}(t)) \) values for each \( t \) and computing the average difference between consecutive values.

The performance of the definition extraction algorithm described in this section is analyzed in Section 4, however we remark that definitions of new terms in an emerging community are not found in glossaries, simply because of their novelty. In the INTEROP experiment only 20% of the terms in \( L \) were found in on-line glossaries. It is often the case that the inventors of new terms, or their initial users, provide a definition in their communications to the reference community. For example, the term “federated ontology” appeared in scientific literature only in 2001 [22], but the first explicit definition is in a paper\(^5\) dated 2004, that rephrases the proposed concept of federated ontology in a less explicit: “Federated ontologies are distributed, connected ontologies, somewhat analogous to federated databases”.

Even though identifying definitions in texts is far more complicated than separating domain-pertinent and non-pertinent definitions in glossaries, we have applied more or less the same algorithm to filter candidate definitions extracted either from glossaries or from the web. The major difference is the impact that the various steps have on the performance of gloss extraction. For example, the performance of glossary filtering (the set \( D' \)) is mostly determined by the domain pertinence computation, while the performance of gloss extraction from free text (the set \( D'_w \)) is considerably improved by the stylistic filter.

3.4 Creating a Domain Taxonomy

The application of the well-formedness criterion, discussed in the previous section, allows it to extract the kind of information from definitions, as defined by the author of a definition. This information may help the structuring of the terms in \( L \) in taxonomic order. However, ordering terms according to the hypernyms extracted from definitions has well-known drawbacks [18]. Typical problems found when attempting to extract (manually or automatically) hypernymy relations from natural language definitions are: over-generality of the provided hypernym (e.g. “Constraint checking is one of many techniques…”), unclear choices for more general terms, or-conjoined hypernyms (e.g. “Non-functional aspects define the overall qualities or attributes of a system”), absence of hypernym (e.g. “Ontological analysis is accomplished by examining the vocabulary that…”), circularity of definitions, etc. These problems are more or less evident – especially over-generality – when analyzing the term trees forest generated on the basis of glossary parsing. To reduce these problems, we have defined the following algorithm:

1. First, terms in the lexicon \( L \) are arranged taxonomically according to simple string inclusion. String inclusion is a very reliable indicator of a taxonomic relation, given the compositional nature of meaning in most nominal multi-word terms\(^6\). This step produces a forest of sub-trees. Let \( ST \), be one of such trees, shown in Table 1a.

2. Then, we use our word sense disambiguation algorithm SSI\(^7\) [23] to detect hypernymy relations, according to the WordNet\(^8\) taxonomy, among term components at the same level of generality. WordNet is used because of its high coverage and because many singleton terms in the domain (e.g. knowledge, data, integration) have at least one correspondent sense in WordNet. For example, when fed with the sequence of words: representation, model, schema, ontology, knowledge, data, integration, SSI produces a graph showing semantic relations between disambiguated senses, as in Fig. 1. By selecting only hypernymy relations from the graph, the taxonomic structure shown in Table 1b is obtained.

3. Hypernymy information extracted from definitions is then used to capture additional relations. We know that: ontology :-> kind_of :-> specification, application :-> kind_of :-> program, service :-> kind_of :-> program. If we again apply SSI on: knowledge, specification, program, model etc., we further learn the path: data :-> kind_of :-> program :-> kind_of :-> specification, and thus we learn the structure shown in Table 1c.
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\(^5\) Http://www.meteck.org/AspectsOntologyIntegration.pdf.

\(^6\) This type of error is avoided since we use the well-formedness criterion.

\(^7\) On multi-word expressions, see http://mwe.stanford.edu/index.html.

\(^8\) SSI is on-line at http://icl.dli.uniroma1.it.

\(^8\) Http://www.wordnet.princeton. edu.
In general, some errors are introduced by this automated process, caused both by disambiguation errors and by the absence, in WordNet, of domain-specific senses. The performance of SSI under variable conditions is discussed in detail in [23]. Notice however that SSI chooses a sense only when enough evidence is provided. If not disambiguated, a node remains at the same level as before the application of steps 2 and 3.

The algorithm outlined above produces a forest $F$ of sub-trees $ST_i$. In the INTEROP domain, we obtained a forest of 621 trees of rather variable dimension and depth. String inclusion is the main mechanism used to identify kind-of relations, however, several additional taxonomic relations are identified by the algorithm described in this section. Overall, 243 (24%) of the total automatically detected taxonomic relations in $ST$, have been obtained through the application of steps 2-3 above. An advantage of this method wrt hierarchical clustering methods (surveyed in [17]) is that the principles used to create the term ordering (string inclusion, WordNet hypernymy relations selected by SSI) are clear, and easy to evaluate by a human expert. Furthermore, the ordering criteria are applied consistently over the taxonomy, rather than depending upon the specific contexts in which a term appears in texts.

The automatic method described above produces a forest $F$ of unconnected trees. To obtain a unique tree, a core taxonomy (a taxonomically ordered set of “basic” domain concepts) was created. In INTEROP, the root nodes of the sub-trees were linked to a core taxonomy, manually created by a restricted team of partners. The choice of topmost nodes was inspired by the Enterprise Ontology (EO) [24], while intermediate nodes are mostly WordNet concepts, used to fill the gap between the core EO concepts and the 621 roots. Justifying the principles followed for creating a good set of core concepts is outside the scope of this paper. Any interested readers may access the full taxonomy from: http://lcl.di.uniroma1.itav. See also [25] for a discussion on the re-use of foundational ontologies in specific domains.

### 4 Evaluation

As commented in Section 2, one of the drawbacks of most taxonomy learning algorithms is subjective evaluation by a limited number of judges. During the INTEROP project it was instead possible, and even explicitly required, to
submit the acquired lexico-semantic resources (lexicon, glossary and taxonomy) to the validation of the entire community. This section describes the validation process and results.

4.1 Lexicon and Glossary Validation

The objective of the evaluation by the NoE members was i) to reach an agreement on the set of terms to be included in the final glossary and ii) to perform a fine grained evaluation of the definitions quality. To avoid bothering partners with blatantly wrong data (e.g. non-definitions), a preliminary analysis of the glossary learning procedure was conducted by three project partners, with the aim of pruning coarse errors (non-definitions or clearly non-pertinent definitions). A second objective of this analysis was to measure the accuracy of the glossary extraction methodology described in 3.3. Table 2 summarizes the results, for the case of glossary extraction from texts.10

<table>
<thead>
<tr>
<th>Statistical filtering</th>
<th>+hyponymy-seeker</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of terms in L searched on web</td>
<td>1660</td>
</tr>
<tr>
<td>Total number of extracted sentences (S) matching simple lexical patterns</td>
<td>31061</td>
</tr>
<tr>
<td>Number of definitions over the threshold ( \phi )</td>
<td>6136</td>
</tr>
<tr>
<td>Number of definitions selected by evaluators (from the 31061)</td>
<td>1566</td>
</tr>
<tr>
<td>True Positive (TP)</td>
<td>902</td>
</tr>
<tr>
<td>True negative (TN)</td>
<td>27592</td>
</tr>
<tr>
<td>Accuracy (TP+TN)/S</td>
<td>81.01%</td>
</tr>
<tr>
<td>Recall on positive TP/P</td>
<td>57.60%</td>
</tr>
<tr>
<td>Final number of terms with at least one definition (T1)</td>
<td>865</td>
</tr>
<tr>
<td>Final number of terms over the threshold with at least one definition (T2)</td>
<td>607</td>
</tr>
<tr>
<td>Coverage T2/T1</td>
<td>70.01%</td>
</tr>
</tbody>
</table>

The evaluation was conducted in two phases: 1) Lexicon pruning: Therefore, the partners were requested to inspect all terms and simply reject those terms they believed irrelevant. Only rejections were allowed. 2) Glossary evaluation-extension: in this phase, partners were solicited to express a graded vote for each definition, ranging from -3 to +1. A -1 vote is given to “not fully convincing” definitions, -3 are unacceptable definitions. Partners were also encouraged to add a new definition, if they felt that none of the available definitions were adequate, or if no definition was available for a term.

Table 3 summarizes the results of the voting task. Over 4500 votes were expressed by 45 partners from 24 institutions. The partners seemed to be somehow reluctant to suggest new definitions for terms without any definition, but they were more willing to evaluate available definitions, thus confirming the fact that adopting an automated glossary learning procedure was indeed a good strategy. After voting, definitions cumulating a vote <-1 were deleted, and partners were requested to manually modify a subset of 260 “-1” definitions, belonging to terms with no non-negative definitions available. The final result is a large glossary with 963 (703+260) definitions for 804 terms, of which, 595 fully automatically learned, 108 manually inserted, and 260 automatically learned and manually refined.

4.2 Taxonomy Validation

The validation of the taxonomy was conducted by 17 selected partners with some experience in knowledge management and ontology. A dedicated web interface12 allowed partners to move terms and sub-trees, create new core nodes and browse the taxonomy. A policy was established among partners, to avoid inconsistent changes and support collaborative decision-making, based on the use of polls. Before making any change, partners were requested to i) clearly illustrate the proposed action as a binary or multiple choice (e.g.: “do you agree to move concept x under concept y...?”) ii) activate a poll and iii) execute the action which receives the majority of votes. Changes on the taxonomy were recorded by the interface, and visible to subsequent evaluators, to discourage

10 Glossary extraction from on-line glossaries is considerably more reliable. The interesting case for accuracy evaluation is glossary extraction from texts.


12 Available on: http://lcl.di.uniroma1.it/tav (where readers can also access the final INTEROP taxonomy).
multiple changes on the same concepts. The validation was concluded in three weeks, and globally, 133 changes (movement of single nodes or sub-trees) have been recorded.

The agreement was overall quite high, since the taxonomy includes 1337 “kind_of” relations, of which only about 10% (133) have been modified by partners. A comparison between the number of actions performed by partners in Table 3 and Table 4 suggests that domain specialists can easily perform certain tasks (i.e. lexicon pruning) but are less confident when asked to contribute to the creation of progressively more “abstract” representations of their domain of expertise (from glossary to taxonomy and, eventually, to ontology). This seems to further support the use of automated techniques, followed by a validation phase.

5 USING THE TAXONOMY TO INDEX A COMPETENCE MAP

The taxonomy created through the procedure illustrated so far has been used to semantically index the INTEROP KMap. Fig. 2 shows the screen-dump of a possible query type (“find all the results – papers and projects – dealing with a subset of concepts in the taxonomy”). The user can select concepts (referred to as knowledge domains, or simply domains, in the query interface) by “string search” in the taxonomy (as in the example of Fig. 2), they can arrange concepts in boolean expressions, and perform query expansion (including in the query all or some of the concept’s hyponyms). “Global” information can also be obtained, e.g. a map of a member’s competence similarity, or an analysis of research results similarity. Being able to express the competences of each INTEROP partner as a set of concepts indicating its fields of research, the similarity between partners’ competences can be obtained through the computation of a cumulative semantic similarity function between sets.

In literature, a variety of methods for measuring the similarity has been proposed, and they are all based on concepts semantic. The main approaches are founded on concepts distance within an ontological structure [26], [27], on concept information content [28], on concept feature matching [29] and on a combination of the above ones [30], [31]. Recently, with the diffusion of fuzzy ontologies for concepts representation in the information retrieval field, more specific measures of similarity have been defined [32]. These approaches can roughly be divided into two categories. The first includes the methods which define the similarity as the length of the path between two concepts in the ontology [26], [27]. The second is composed by the other cited methods, which refine the concept distance also taking into account the weights of the links which compose the path, as well as the variability of ‘conceptual distance’ covered by a single link inside the ontology. The methods belonging to this second category require a representation of concepts richer than the one developed at the current stage of taxonomy implementation. Moreover, the learning processes described in section 3 reduces the variability of conceptual distance associated to each taxonomy link (especially for mid/low abstraction level concepts, the most used by INTEROP partners to describe their domains of interest). Stemming from these considerations, we have defined a similarity function based on the distance of concepts in line with [26] and [27].

Finally, in order to display the results of the similarity measure, we have built a graphic tool showing the obtained similarity network as a graph structure.
5.1 Experimental Set-Up

The following information has been extracted for each partner P from the KMap. a) Domains of interest: partners feeding the KMap were requested to choose one or more terms from a subset S of the INTEROP taxonomy T. b) Partner-defined domains of interest: each partner was allowed to freely enter his additional terms in the form of a list. c) Description of partner defined domains of interest: partners were requested to enter a free text description of their interests. d) Title and description of each publication cited by the partner. e) Name (not considering the acronyms) and description of each project in which the partner participates. f) Short description of each software product used by or produced by a partner.

All information related to points c-f, collected in the KMap as English sentences, was parsed to extract additional terms \( t \in T \) representing partners’ competences, not included in \( a \) and \( b \). At the end of this phase, the following data was available: 1) a set of terms \( \mathcal{C} \cap \mathcal{T} \) representing the partners’ domains of interest (as remarked, these are a subset of WPGL taxonomy \( \mathcal{T} \)), resulting from the merge of terms entered in point (a) and (b) of the previous list and terms extracted by the linguistic processor; 2) a set of generalized concepts \( \mathcal{G} \cap \mathcal{C} \cap \mathcal{T} \), i.e. the elements of the kind-of taxonomy \( \mathcal{T} \) reachable through a single generalization step starting from terms in set \( \mathcal{C} \). Topmost concepts are filtered out to avoid over generality. Table 5 summarizes the data.

For each partner \( P \), a binary vector \( V \) is defined, with \( \dim(V) = |\mathcal{C} \cap \mathcal{T}| + |\mathcal{C} \cap \mathcal{G} \cap \mathcal{T}| \). This vector can be seen as composed by two sub-vectors: \( V_{AT} \) (\( \dim(V_{AT}) = |\mathcal{C}| \)) representing terms indicated by the partner in an explicit way or extracted by indirect information, and \( V_{BC} \) (\( \dim(V_{BC}) = |\mathcal{C}| \)) representing the generalized concepts related to them. Considering \( C \) a lexicographically ordered set of terms \( \{c_1,c_2,\ldots,c_n\} \), the element \( k \) of \( V_{AT} \) (\( V_{BC} \)) is set to 1 if the term \( c_i \) in \( C \) is a domain of interest of \( P_{AT} \) to 0 otherwise. \( V_{BC} \) is defined in a similar way, with respect to the ordered set \( C' \) and the generalized concepts associated to \( P_{BC} \).

The similarity measure between each pair of partners \( A \) and \( B \), \( \text{Sim}(P_{AT},P_{BC}) \), has been defined by considering:

a) Direct matches: the matches between elements in \( V_{AT} \) and \( V_{BT} \)

b) Indirect matches, first type: the matches between terms represented in \( V_{AT} \) not considered in (a) and generalized concepts represented in \( V_{BC} \) and vice versa (i.e. the matches between two elements, one in \( V_{AT} \) and the other in \( V_{BT} \) which represent two terms related by a kind_of link in \( \mathcal{T} \), e.g.: application integration \( \leftarrow \) service integration)

c) Indirect matches, second type: the matches between generalized concepts related to terms represented in \( V_{AT} \) and \( V_{BT} \) not considered in (a) and (b) (i.e. the matches between elements in \( V_{AT} \) and \( V_{BT} \))

For each case, the contribution to \( \text{Sim}(P_{AT},P_{BC}) \) has been defined by using the cosine similarity measure (well known in the information retrieval field, see [33]), applied to the pairs of vectors used in (a), (b) and (c). Given two numeric vectors \( A \) and \( B \) with the same number of elements, the cosine similarity between them is defined as:

\[
\cos(A, B) = \frac{\sum a_i b_i}{\sqrt{\sum a_i^2} \cdot \sqrt{\sum b_i^2}}
\]

where \( a_i \) (\( b_i \)) is the \( i \)-th element of A (B).

To satisfy the condition \( \text{dim}(A) = \text{dim}(B) \) needed by the cosine similarity measure, the implemented algorithm maps each vector used in (a), (b) and (c) into a binary vector \( V' \), being \( \dim(V') = \sum \mathcal{C} \cap \mathcal{T} \), with element \( k \) related to the \( k \)-th term of the ordered set \( \mathcal{C} \cap \mathcal{T} \). By calling \( \text{SIM}1 \) the result of this measure for case (a) (i.e. \( \text{SIM}1 = \text{cos}(V_{AT},V_{BT}) \)), \( \text{SIM}2 \) and \( \text{SIM}3 \) for case (b) and \( \text{SIM}4 \) for case (c), we define the measure of \( \text{Sim}(P_{AT},P_{BC}) \) as:

\[
\text{Sim}(P_{AT},P_{BC}) = \alpha \text{SIM}1 + \beta \left( \frac{\text{SIM}2 + \text{SIM}3}{2} \right) + \chi \text{SIM}4
\]

where: \( \alpha > \beta + \chi \)

In our experiments, the parameters \( \alpha \), \( \beta \) and \( \chi \) have been experimentally tuned to 1.0, 0.2 and 0.2 respectively.

**TABLE 5.**

SUBSET OF THE INTEROPERABILITY LEXICON EXTRACTED FROM KMAP DATA

<table>
<thead>
<tr>
<th>Terms</th>
<th>Selected from Domains of Interest</th>
<th>User Added</th>
<th>Extracted from textual data</th>
<th>Total</th>
<th>Generalized Concepts</th>
<th>Grand Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>315</td>
<td>23</td>
<td>99</td>
<td>437</td>
<td>80</td>
<td>517</td>
</tr>
</tbody>
</table>
5.2 Visualization of Partner Competences

As the result of the similarity computation between each pair of INTEROP partners, a graph data structure was obtained, with nodes representing partners, and the generic edge between nodes $P_a$ and $P_b$ expressing the competence similarities $Sim(P_a, P_b)$ between each pair of partners. A graphic interface has been developed to visualize this information in a comprehensible way, and it is based on yFiles (http://www.yWorks.com), a commercial Java class library. Basic information, as partner code identification and similarity value between partners competences are shown as node and edge labels respectively. The interface uses the thickness of edges to reflect the value of the semantic similarity $Sim(P_a, P_b)$: the thicker the line, the higher the similarity (see Fig. 3).

The user can select the visualization layout to apply for graph display within a set of options provided by the Layout menu. The circular layout has been especially useful in detecting clusters of partners sharing the same domains of competence. This is clearly shown in Fig. 3, where the selection of such a layout results in a node arrangement of two circles, each formed by partners with high domain competences similarity. The figure also displays the information related to a node, in terms of partner’s name and domains of competence.

This interface provides some initial diagnostics of the INTEROP K-Map that will be extended in the near future. For example, it is possible to identify partners with similar competences, and use this information to organize at best the cooperation between members. It is also possible to identify the concepts that are most “popular”, i.e. those appearing on the highest number of edges, and similarly, those for which there is limited competence in the network. Finally, several concepts have no coverage in the INTEROP community, at least from what appears in the K-Map data. Table 6 provides an excerpt of the most covered competences and the least covered.

The graphic interface is also able to show detailed information related to partners and shared domain competencies, simply by clicking on a node or on an edge. Both actions display a window showing either the partner’s full name, address and competences, or direct and indirect (i.e. based on taxonomic relations) matches between terms.

<table>
<thead>
<tr>
<th>Highly Covered Competences</th>
<th>Poorly Covered Competences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Competence</td>
<td>Number of Partners</td>
</tr>
<tr>
<td>interoperability</td>
<td>31</td>
</tr>
<tr>
<td>enterprise model</td>
<td>25</td>
</tr>
<tr>
<td>ontology</td>
<td>15</td>
</tr>
<tr>
<td>process model</td>
<td>14</td>
</tr>
<tr>
<td>data integration</td>
<td>13</td>
</tr>
<tr>
<td>domain ontology</td>
<td>13</td>
</tr>
<tr>
<td>conceptual model</td>
<td>12</td>
</tr>
<tr>
<td>web service technology</td>
<td>12</td>
</tr>
</tbody>
</table>
Finally, Table 7 provides a summary of similarity links among partners. Table 7a clusters partners by the number of interconnections, showing that 19 partners over 35 share their domain competences with all the others, and that the lowest number interconnections is 20. Table 7b lists the number of partners who have at least one link with a similarity value equal to or greater than a threshold $\theta$.

Overall, 5545 matches have been identified, of which 3354 (65%) direct matches and 1791 (35%) indirect matches (first and second type), thus proving the relevance of the last ones.

6 Conclusion

This paper illustrated (in a forcefully sketchy way) a complete application of Semantic Web techniques [34] to the task of modeling the competences of a web-based research community, INTEROP. We are not aware of any example of fully implemented knowledge acquisition value chain, where the acquired knowledge is first, extensively validated through the cooperative effort of an entire web community, and then, put into operation to improve accessibility of web resources. The adopted techniques are fully general and the tools and interfaces developed within INTEROP can be applied to any other domain.

The proposed approach allows us to speed-up the development of the taxonomy and requires less effort than in traditional manual approaches. With the help of figures provided by an experienced lexicographer, who developed several glossaries for publishing companies, we estimated a speed-up factor of more than 50%.

In comparison with machine learning taxonomy building techniques [17], the main advantage of our method is that the principles that justify the resulting term ordering are clear, consistently applied, easier to evaluate and modify. Furthermore, its application to a real web community, the INTEROP NoE, has allowed us to validate in the large the entire process, and to develop adequate software support.

The obtained taxonomy was used in the INTEROP project to index a partner’s competence map, the KMap, and will be used for various other purposes such as document indexing and semantic searching.
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